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Abstract

This paper proves the RLWE–PLWE equivalence for the maximal real
subfields of the cyclotomic fields with conductor n = 2rps, where p is an
odd prime, and r ≥ 0 and s ≥ 1 are integers. In particular, we show that
the canonical embedding as a linear transform has a condition number
bounded above by a polynomial in n. In addition, we describe a fast
multiplication algorithm in the ring of integers of these real subfields. The
multiplication algorithm uses the fast Discrete Cosine Transform (DCT)
and has computational complexity O(n logn). This work extends the
results of Ahola et al., where the same claims are proved for a single
prime p = 3.

Keywords: ring learning with errors, polynomial learning with errors, fast
multiplication, discrete cosine transform, totally real fields

1 Introduction

Lattice-based cryptography has emerged as a promising candidate for post-
quantum cryptography, offering potential resilience against attacks by quantum
computers. The Learning with Errors (LWE) problem and its variants, Ring-
LWE (RLWE) and Polynomial-LWE (PLWE), are fundamental hardness as-
sumptions in the field of post-quantum cryptography (PQC). These problems
involve finding approximate solutions to noisy linear systems, and RLWE and
PLWE have a performance advantage over the unstructured LWE due to their
inherent algebraic structure.

∗ Corresponding author: antti.haavikko@edu.uah.es
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The origins of RLWE and PLWE can be traced back to the seminal works
of Stehlé et al. [31] and Lyubashevsky et al. [22]. Since their discoveries,
the relationship between the RLWE and PLWE problems has been an active
area of research. RLWE is generally considered to be more secure because of
its connection to well-established lattice problems. Also, the abstract setting
of the RLWE problem is fitting for theoretical proofs. On the other hand,
PLWE offers practical advantages regarding implementation and performance,
particularly for multiplication operations.

When it comes to other areas of modern cryptography, fast multiplication
algorithms play a substantial role also in Homomorphic Encryption (HE), es-
pecially in schemes that derive from the structured LWE variants. In general,
HE schemes use larger parameters than PQC schemes and hence benefit more
from improvements in the asymptotic complexity of multiplication.

Prior research has established the equivalence between RLWE and PLWE
for specific families of number fields and polynomials. For non-cyclotomic num-
ber fields, the work of Ahola et al. [3] demonstrated this equivalence for the
maximal totally real subfield of the 2r3s-th cyclotomic field, along with a fast
multiplication algorithm based on the Discrete Cosine Transform (DCT). Also,
the work in [30, Section 4] focused on two large non-cyclotomic families of poly-
nomials and proved that the related Vandermonde matrices have polynomially
bounded condition numbers.

In the cyclotomic case, notable contributions include the work of Ducas and
Durmus [15], who proved the equivalence for cyclotomic number fields of degree
2kp or 2kpq, where p and q are primes and q 6= p. Furthermore, Di Scala et al.
[14] showed that RLWE and PLWE are not equivalent in general if no restrictions
are imposed on the conductor of the cyclotomic field. However, Blanco-Chacón
[7] proved that the RLWE–PLWE equivalence holds if the conductor of the
cyclotomic field is divisible by a bounded number of primes. Later, Araujo [12]
showed the equivalence for any cyclic number field of odd prime degree, which
by the Kronecker–Weber theorem is a subfield of some cyclotomic field.

Regarding the hardness of the structured lattices, [11] uses Stickelberger ide-
als from class field theory to prove the existence of a quantum polynomial-time
attack against ideal lattices of cyclotomic number fields. Their results assume
the Generalized Riemann Hypothesis and impose some class-field theoretical
restrictions on the cyclotomic fields. The exact claim is the following:

Theorem. There exists a quantum polynomial-time algorithm, that for a cyclo-
tomic number field K of prime power conductor and any ideal a of OK , returns
an element v ∈ a with Euclidean norm

||v|| ≤ N(a)1/n exp(Õ(
√
n)).

Note that the ideals in the ring of integers of the maximal real subfields of
cyclotomic fields are not ideals in the ring of integers of the cyclotomic field
containing the subfield. Therefore, the quantum attack of [11] does not apply
to the maximal real subfields.
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This paper extends the results of [3] by generalizing the fast multiplica-
tion algorithm and the equivalence between RLWE and PLWE to the maximal
real subfield of the 2rps-th cyclotomic field, where p is an arbitrary odd prime.
This generalization comes with many technical lemmas and verifications guar-
anteeing that the security and speed of the RLWE or PLWE schemes are not
compromised. The main contributions of this paper are:

1. A proof of the equivalence between RLWE and PLWE for maximal real
subfields of cyclotomic fields with conductor n = 2rps.

2. A fast multiplication algorithm with quasilinear complexity for elements
in the ring of integers of these subfields, utilizing the Discrete Cosine
Transform.

3. Explicit algorithms for the change of basis between the power basis and
the modified Chebyshev basis, enabling efficient computations regardless
of the basis.

While the use of maximal real cyclotomic polynomials in PLWE is new,
they are not merely an artifact of [3] and this work. The study of the relevant
security properties of PLWE schemes under these polynomials, along with the
development of fast multiplication techniques, is a result of a growing interest
in finding applicable non-cyclotomic PLWE instances. Regarding applications,
the support for the maximal real polynomials has already been incorporated
into new cryptographic libraries (see LATTIGO [18]).

The structure of the paper is as follows. In Section 2, we introduce the
necessary background on maximal real cyclotomic polynomials, matrix norms,
and properties of certain cosine matrices related to the canonical embedding of
the number fields at play. We give bounds on the Frobenius norms of these cosine
matrices and use the result in the proofs of the two main theorems. Section 2
also provides the full definitions of the RLWE and PLWE distributions.

Section 3 covers the Q-linear dependencies between elements of the form
2 cos(2πj/n) for two cases of conductor, namely n = ps and n = 2rps. Through-
out the paper, we study these two cases for n separately. We derive explicit
formulas for the minimal polynomials Ψn(x) of the primitive elements ψn =
2 cos(2π/n) given in the basis of modified Chebyshev polynomials Vj(x) that
are introduced in Section 2. We describe in detail the reduction of polynomials
to small degree representatives in the polynomial quotient ring Z[x]/(Ψn(x)),
again using the Chebyshev basis. These formulas will play an integral part in
the proof of all four main theorems of the paper.

Section 4 tackles the PLWE–RLWE equivalence of the maximal real subfields
of cyclotomic fields with conductor n as above. The two main theorems of
Section 4 combine to the following.

Theorem. Let p ≥ 3 be a prime, s ≥ 1, and r ≥ 0. Fix n = 2rps. Then
PLWE and RLWE are equivalent for the maximal real subextension of the n-th
cyclotomic field.
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We prove that the condition number of the canonical embedding matrix is
bounded above by a polynomial in n. By the results in [15, 30], we know that
this is sufficient to show the equivalence of the PLWE and RLWE problems.

On top of the theoretical advancements, Section 5 introduces a method
for quasilinear multiplication of two elements in the polynomial quotient ring
Z[x]/(Ψn(x)). The fast multiplication in Z[x] makes use of the Discrete Cosine
Transform to compute a linear convolution in the modified Chebyshev basis.
Furthermore, we show that computing the remainder in the quotient ring can
be done with linear complexity in n by using the reduction formulas of Section
3. Lastly, we provide references that show that the change of basis computa-
tions between the canonical power basis and the Chebyshev basis can be done
also with quasilinear complexity. These findings are stated as the second main
theorem.

Theorem. For n = 2rps with r ≥ 0 and s ≥ 1, given two polynomials a(x),
s(x) ∈ Z[x]/(Ψn(x)) in the power basis, their product a(x) ·s(x) ∈ Z[x]/(Ψn(x))
can be computed with asymptotic complexity O(n log n).

Section 6 defines a computational framework for studying how practically ro-
bust are the polynomials Ψn(x) against known algebraic attacks against PLWE.
We are particularly interested in the attacks that exploit the information about
the roots of Ψn(x). These attacks are constructed from the results of [17, 16, 4],
which were later generalized in [9], laying the ground work to avoid special con-
ditions over the distribution of the errors, along with applicability for higher
degree extensions of finite fields. In Section 6, computational calculations are
performed on a number of targeted samples, which are constructed to mimic
cryptographically relevant schemes, to obtain a ratio of how many of these poly-
nomials are affected by the attacks. These numbers are also computed for the
matching cyclotomic instances to compare the robustness of the two families.
The results show that the maximal real polynomials do not suffer from any
meaningful increased vulnerability against this algebraic approach.

2 Preliminaries

This section will introduce the necessary background to follow the main theo-
rems and lemmas of this paper. Our goal is to familiarize the reader with the
construction of the maximal real subfields of cyclotomic fields and its ring of
integers. Further, we introduce an alternative polynomial basis that will be the
natural choice in the computations and derivations of the minimal polynomials
of these fields. Lastly, we provide a series of lemmas as a preparation for the
proof of the main Theorems 4.1 and 4.2.

2.1 Maximal real subfields of cyclotomic fields

In this work, we study the PLWE problem and general multiplication in the
ring of integers of a maximal real subfield of a cyclotomic field.
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Definition 2.1. Let n ≥ 3 and ζn = e2πi/n be a primitive n-th root of unity
in C. The maximal real subfield of a cyclotomic field Q(ζn) is defined as the
intersection of the cyclotomic fields with the reals,

Q(ζn)+ := Q(ζn) ∩ R.

These number fields are generated by the real number ψn = 2 cos(2π/n) and
the degree of the extension over Q is φ(n)/2. In addition, these fields are the
fixed fields of the complex fields Q(ζn) under the complex conjugation map. We
will denote the minimal polynomial of ψn over Q by Ψn(x). In the literature,
the polynomials Ψn(x) are known as maximal real cyclotomic polynomials or
simply real cyclotomic polynomials.

Lemma 2.1. The field Q(ζn)+ is generated by ψn = ζn + ζ−1n = 2 cos(2π/n),
that is, Q(ζn)+ = Q(ψn). Moreover, [Q(ζn) : Q(ζn)+] = 2 and

[Q(ζn)+ : Q] =
φ(n)

2
.

Proof. The properties follow from Q(ζ)+ being by definition the maximal real
subextension and the fact that

x2 − (ζn + ζ−1n )x+ 1 = (x− ζn)(x− ζ−1n )

is the minimal polynomial of ζn over Q(ζn)+.

Finally, for the PLWE setting we will need the following theorem, since
the evaluation isomorphism Z[x]/(Ψn(x)) → Z[ψn] will help us construct the
reduction formulas and dependencies in Section 3.

Theorem 2.1. The ring of integers of Q(ψn) is Z[ψn].

Proof. See [32, Proposition 2.16].

2.2 Modified Chebyshev polynomials

Chebyshev polynomials and the cosine function are connected. For the degree n
Chebyshev polynomial Tn(x), the cosine of a multiple of an angle can be written
as polynomial in cos(θ) as Tn(cos(θ)) = cos(nθ). Since our element of interest
ψn = 2 cos(2π/n) has an extra factor of 2, we introduce a modified family of
Chebyshev polynomials that exhibit similar behavior with 2 cos(2π/n).

Definition 2.2. Let Tn(x) be the Chebyshev polynomial of the first kind of
degree n. We define the family of polynomials Vn(x) with V0(x) = 1 and

Vi(x) = 2Ti(x/2) for i ≥ 1

to be the modified Chebyshev polynomial of degree i.
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From the definition, the family of modified Chebyshev polynomials satisfy
the following property,

Vn(2 cos(θ)) = 2 cos(nθ) for any θ and n ≥ 1.

For the following properties of the Vn(x) and more, we refer the reader to [21].

Proposition 2.1. For any m,n ≥ 1 we have,

Vm(2) = 2 and Vn(Vm(x)) = Vmn(x).

Proposition 2.2. For any m,n ≥ 1 such that n 6= m, we have the relation

Vn(x)Vm(x) = Vm+n(x) + V|m−n|(x),

and if n = m, we have
Vn(x)2 = V2n(x) + 2.

Alternatively, the polynomials Vn(x) can be defined recursively by

Vn(x) = xVn−1(x)− Vn−2(x) for n ≥ 3,

with the initializing sequence

V0(x) = 1, V1(x) = x, V2(x) = x2 − 2.

Note that this recursive definition coincides with the Lucas sequence of the
second kind Vn(P,Q) when P = x and Q = 1.

In addition, it is easy to see that for any n and m = φ(n)/2, the set

V := {V0(x), V1(x), . . . , Vm−1(x)} (1)

is a basis for O = Z[x]/(Ψn(x)) as all the polynomials Vi(x) are monic with
integer coefficients and degree i.

2.3 Matrix norms

Our main tool in proving the equivalence of the RLWE and PLWE problems
will be the condition number of the Vandermonde matrix that relates the two
problems. We provide the necessary definitions and relations below.

Definition 2.3. Let A ∈ GLn(C) be an invertible square matrix with complex
entries and || · || a matrix norm. The condition number of A with respect to the
matrix norm || · || is defined as

κ||·||(A) = ||A|| · ||A−1||.

Note that the condition number is sub-multiplicative whenever the corre-
sponding matrix norm is sub-multiplicative.
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We will be working with condition numbers defined with respect to the sub-
multiplicative Frobenius norm,

||A||F :=

√∑
i,j

|ai,j |2,

and the induced 2-norm known as the spectral norm,

||A||2 := sup
||x||2 6=0

||Ax||2
||x||2

.

In these cases, we denote the condition number of A in the Frobenius norm
and the spectral norm by κF (A) and κ2(A), respectively. It is well known that
the norms satisfy the relation

||A||2 = σmax(A) ≤ ||A||F =

√∑
i

σi(A)2 ≤
√
n||A||2, (2)

where σi(A) are the singular values of A and σmax(A) represent the maximal of
these. From the definition of the condition numbers it follows that

κ2(A) ≤ κF (A) ≤ n · κ2(A). (3)

2.4 Cosine matrices

Next, we will present two cosine matrices that will play an essential role in the
proof of the PLWE–RLWE equivalence in Section 4. The two cases that we
cover are a prime power conductor n = ps and its product with a power of two
n = 2rps. We will show that the condition numbers of the cosine matrices are
polynomially bounded in n.

2.4.1 Case n = ps

Fix an odd prime number p, and consider the prime power n = ps with s ≥ 1.
Let N = (ps − 1)/2 and define a grid of points xi = 2 cos(2πi/n) on the real
line. With this setting, we introduce a cosine matrix for n = ps.

Definition 2.4. The cosine matrix CN+1 is a square matrix indexed by i and
j, where i = 1, . . . , N + 1 , j = 0, 1, . . . , N . We set (CN+1)i,j = cij = Vj(xi) for
i ≤ N , and for the last row i = N + 1, we set cij = 1. This defines the matrix

CN+1 =



1 2 cos(2π/ps) 2 cos(2π2/ps) . . . 2 cos(2πN/ps)
...

...
... . . .

...
1 2 cos(2πi/ps) 2 cos(2π2i/ps) . . . 2 cos(2πNi/ps)
...

...
...

. . .
...

1 1 . . . . . . 1


.
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To prove that the condition number of the matrix CN+1 is polynomially
bounded in N = (ps − 1)/2, we will need the following two lemmas.

Lemma 2.2. For any 1 ≤ σ ≤ ps − 1, we have the following sum

1 +

N∑
j=1

2 cos

(
2πσ

ps
j

)
= 0. (4)

Proof. Let ζ = e2πσ/p
s

be an n-th root of unity in C. Then applying the identity

cos

(
2πσj

n

)
= cos

(
2πσ(n− j)

n

)
to the sum gives us

1 +

N∑
j=1

2 cos

(
2πσj

ps

)
= 1 +

2N∑
j=1

cos

(
2πσj

ps

)
= Re

(
1 + ζ + ζ2 + · · ·+ ζ2N

)
= Re

(
ζp
s − 1

ζ − 1

)
= 0.

Lemma 2.3. Let p be a prime number, N = (ps − 1)/2, and CN+1 the cosine
matrix of dimension N + 1. Then the Gram matrix of the rows of CN+1 is

CN+1C
T
N+1 =


2N −1 . . . −1 0
−1 2N . . . −1 0
...

...
. . . . . .

...
−1 −1 . . . 2N 0
0 0 . . . 0 N + 1

 . (5)

Proof. First, let us consider row and column indices u, v ≤ N . For these, we
simplify and use Lemma 2.2 to get

(CN+1C
T
N+1)uv = 1 + 4

N∑
j=1

cos

(
2πu

ps
j

)
cos

(
2πv

ps
j

)

= 1 + 2

N∑
j=1

cos

(
2πj(u+ v)

ps

)
+ cos

(
2πj(u− v)

ps

)

= 1 +

N∑
j=1

2 cos

(
2πj(u+ v)

ps

)
+

N∑
j=1

2 cos

(
2πj(u− v)

ps

)

=

N∑
j=1

2 cos

(
2πj(u− v)

ps

)
.
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Now, if u 6= v by the sum simplifies to (CN+1C
T
N+1)uv = −1. Otherwise,

(Ck+1C
T
N+1)uv = 2N = ps − 1. Finally for the last column, if u = N + 1 and

v ≤ N , then again by Lemma 2.2 (CN+1C
T
N+1)uv = 0. If u = v = N + 1, we

have (CN+1C
T
N+1)uv = N + 1.

Now, we can prove the polynomial bound for the condition number.

Lemma 2.4. The condition number of the cosine matrix CN+1 satisfies

κF (CN+1) <
√

2(N + 1).

Proof. From Lemma 2.3, we see that the eigenvalues of CN+1C
T
N+1 are twice

λmin = N + 1 and N − 1 times λmax = 2N + 1. This follows from analyzing
the null-space of the matrix CN+1C

T
N+1 − λ∗I, where ∗ ∈ {max,min}. In the

spectral norm, we have

||CN+1||22 = λmax = 2N + 1

and

||C−1N+1||
2
2 =

1

λmin
=

1

N + 1
.

Then the condition number is given by their product, and

κ2(CN+1) =

√
2N + 1

N + 1
<
√

2.

Lastly, by the equivalence of norms (3) we conclude that

κF (CN+1) <
√

2(N + 1).

2.4.2 Case n = 2rps

Let p be an odd prime number, and n = 2rps a composite number with r ≥ 2,
s ≥ 1. Fix N = 2r−2ps − 1, and consider the grid of points

xi = 2 cos

(
2π(2i+ 1)

n

)
.

For this n, we define the related cosine matrix as (CN+1)i,j = cij , where i, j =
0, 1, . . . , N and cij = Vj(xi). Writing this in matrix form yields

CN+1 =



1 2 cos
(
2π
n

)
2 cos

(
2π2
n

)
. . . 2 cos

(
2πN
n

)
...

...
... . . .

...

1 2 cos
(

2π(2i+1)
n

)
2 cos

(
2π2(2i+1)

n

)
. . . 2 cos

(
2πσ(2i+1)N

n

)
...

...
...

. . .
...

1 2 cos
(

2π(2N+1)
n

)
. . . . . . 2 cos

(
2π(2N+1)N

n

)


.
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We apply the same strategy as above to derive a polynomial bound on the
Frobenius norm of CN+1. We start with two lemmas.

Lemma 2.5. For any 1 ≤ j ≤ 2r−1ps − 1, we have the result

N∑
i=0

2 cos

(
2π(2i+ 1)

n
j

)
= 0. (6)

Proof. Let ζ = e
2πj
n be primitive n-th root of unity, and using the fact that

cos

(
2πj(2i+ 1)

n

)
= cos

(
2πj(n− 2i− 1)

n

)
the sum simplifies to

N∑
i=0

2 cos

(
2π(2i+ 1)j

n

)
=

2N+1∑
i=0

cos

(
2π(2i+ 1)j

n

)
= Re

(
ζ + ζ3 + · · ·+ ζn−1

)
= Re

(
ζ
ζn − 1

ζ2 − 1

)
= 0.

Lemma 2.6. Let p be a prime number, and CN+1 the cosine matrix of dimen-
sion N + 1 = 2r−2ps. Then the columns of CN+1 are orthogonal and

CT
N+1CN+1 =


N + 1 0 . . . 0 0

0 2(N + 1) . . . 0 0
...

...
. . . . . .

...
0 0 . . . 2(N + 1) 0
0 0 . . . 0 2(N + 1)

 . (7)

Proof. First, consider u, v > 1. For these we have

(CT
N+1CN+1)uv = 4

N∑
i=0

cos

(
2π(2i+ 1)

n
u

)
cos

(
2π(2i+ 1)

n
v

)

= 2

N∑
i=0

cos

(
2π(2i+ 1)(u+ v)

n

)
+ cos

(
2π(2i+ 1)(u− v)

n

)

=

N∑
i=0

2 cos

(
2π(2i+ 1)(u− v)

n

)
.

Now, if u 6= v then again by Lemma 2.5, (CT
N+1CN+1)uv = 0, otherwise

(CT
N+1CN+1)uv = 2N + 2. Finally, if u = 1 and v > 1, then by Lemma 2.5

(CT
N+1CN+1)uv = 0, and for u = v = 1 we have (CT

N+1CN+1)uv = N + 1.
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The orthogonality result of Lemma 2.6 allows us to easily prove the following
bound.

Lemma 2.7. The condition number of the cosine matrix CN+1 satisfies

κF (CN+1) <
√

2(N + 1).

Proof. From Lemma 2.6 we see that the eigenvalues of CT
N+1CN+1 are N -times

λmax = 2(N + 1) and once λmin = N + 1. Therefore, the spectral norms are

||CN+1||22 = λmax = 2(N + 1)

and

||C−1N+1||
2
2 =

1

λmin
=

1

N + 1
.

As before, the condition number is the product of the two,

κ2(CN+1) =

√
λmax

λmin
=

√
2(N + 1)

N + 1
=
√

2

and by (3) we conclude that

κF (A) <
√

2(N + 1).

2.5 LWE and structured variants

The Learning With Errors paradigm is one of the most promising in the quest
for quantum-safe classical cryptography. The security of LWE relies on lattice
problems, and it consists of, loosely speaking, efficiently solving a linear system
that has been tweaked by a random vector.

There exist a number of variants of this paradigm that differ in the mathe-
matical structure of the data used in the system. In purely LWE schemes, also
referred to as unstructured LWE variants, the mathematical structure is just
the ring Z/qZ of rational integers modulo q.

For structured LWE variants, we have Ring-LWE and Polynomial-LWE. In
these paradigms, the mathematical structures from which the terms are drawn
are rings of integers or polynomial quotient rings.

Definition 2.5 (R/PLWE distributions). Let K be a number field and OK be
its ring of integers. Let q be a rational prime, f(x) ∈ Z[x] a monic irreducible
polynomial in Z[x], and Of the associated quotient ring Z[x]/(f(x)). Let χ be
a discrete random distribution with values in OK/qOK (resp. Of/qOf ). For
s ∈ OK/qOK (resp. Of/qOf ), we define the (primal) RLWE (resp. PLWE)
distribution As,χ (resp. Bs,χ) as the distribution over OK/qOK × OK/qOK
(resp. Of/qOf × Of/qOf ) obtained by sampling an element a in OK/qOK
(resp. Of/qOf ) uniformly at random, drawing an element e according to χ,
and outputting the pair (a, a · s+ e).
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Definition 2.6 (R/PLWE problems). Following the same notation as above,
the two R/PLWE problems are as follows:

Search RLWE (resp. PLWE) asks an adversary to return the secret s with
non-negligible probability when the adversary is given access to arbitrarily many
samples of the RLWE (resp. PLWE) distribution.

Decision RLWE (resp. PLWE) asks the adversary to decide whether a given
random distribution is either uniform or the RLWE (resp. PLWE) distribution,
with non-negligible probability when the adversary is given access to arbitrarily
many samples of that given random distribution.

3 Reduction formulas

It is well known that for any n ∈ Z+ and m = φ(n)/2, the elements in the
set S = {cos

(
2πj/n

)
: j = 0, 1, . . . ,m − 1} are linearly independent over Q.

However, the values cos
(
2πj/n

)
for j ≥ m are Q-linearly dependent over S.

In general, the dependency is true for cos
(
2πσj/n

)
for any σ coprime to n.

We proceed to derive explicit formulas for the dependency relations in terms of
the modified Chebyshev polynomials V0(x), V1(x), . . . , Vm−1(x) from Definition
2.2. These formulas will be used later for matrix eliminations in the proof of
the RLWE–PLWE equivalence and to find small degree representatives in the
quotient ring Z[x]/(Ψn(x)).

3.1 Minimal polynomial of ψn

To derive formulas for reduction in the quotient ring Z[x]/(Ψn(x)), we first need
explicit formulas for the minimal polynomials Ψn(x).

Lemma 3.1. Let p > 3 be a prime number and m = φ(p)/2 = (p− 1)/2. Then
the minimal polynomial of ψp = 2 cos(2π/p) over Q is

Ψp(x) =

m∑
i=0

Vi(x) = Vm(x) + Vm−1(x) + · · ·+ V1(x) + V0(x).

Proof. From the symmetry of the cosines

cos

(
2π(m+ 1)

p

)
= cos

(
2πm

p

)
,

we conclude that ψp is a root of P (x) = Vm+1(x)−Vm(x) and then Ψp(x)|P (x).
Also, since Vk(2) = 2 for every k ≥ 1, we find that P (2) = 0 and x − 2|P (x).

Finally, since Ψp(x)|P (x)
x−2 and both polynomials are monic of degree m, we con-

clude that

Ψp(x) =
P (x)

x− 2

=
Vm+1(x)− Vm(x)

V1(x)− 2

= Vm(x) + Vm−1(x) + · · ·+ V1(x) + V0(x).
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The last step follows from expanding the product(
Vm(x) + Vm−1(x) + · · ·+ V1(x) + V0(x)

)
(V1(x)− 2)

and using the relation V1(x)Vj(x) = Vj+1(x) + Vj−1(x) from Proposition 2.2,
which leads to a telescoping sum.

Corollary 3.1. Let p > 3 be a prime number, s ≥ 1, and k = (p− 1)/2. Then
the minimal polynomial of ψps is

Ψps(x) = Vkps−1(x) + V(k−1)ps−1(x) + · · ·+ Vps−1(x) + V0(x)

=

k∑
i=0

Vips−1(x).

Proof. From [21, Theorem 2.6 (CR3)] and Lemma 3.1 we obtain

Ψps(x) = Ψp(Vps−1(x)) =

m∑
i=0

Vi(Vps−1(x)) =

m∑
i=0

Vips−1(x).

Lemma 3.2. Let p > 3 be a prime number and k = (p− 1)/2. Then

Ψ2rp(x) =

k∑
i=0

(−1)k−iVi2r−1(x).

Proof. From [21, Theorem 2.6 (CR1) and (CR4)], we obtain

Ψ2rp(x) =
Ψ2r (Vp(x))

Ψ2r (V1(x))
=
Vp2r−2(x)

V2r−2(x)
.

On the other hand, notice that

V2r−2(x)

k∑
i=0

(−1)k−iVi2r−1(x) =

k∑
i=0

(−1)k−iV2r−2(x)Vi2r−1(x)

= (−1)kV2r−2(x)V0(x)

+

k∑
i=1

(−1)k−i
(
V(2i+1)2r−2(x) + V(2i−1)2r−2(x)

)
= (−1)kV2r−2(x)

+
(
V(2k+1)2r−2(x) + (−1)k−1V2r−2(x)

)
= V(2k+1)2r−2(x)

= Vp2r−2(x).

13



Now, reordering the equation gives

Vp2r−2(x)

V2r−2(x)
=

k∑
i=0

(−1)k−iVi2r−1(x).

Corollary 3.2. Let p be an odd prime, n = 2rps and k = (p − 1)/2. Further-
more, denote by

m =
φ(n)

2
= (p− 1)2r−2ps−1

the degree of the number field Q(ψn). Then the minimal polynomial of ψn is

Ψn(x) =

k∑
i=0

(−1)k−iVi2r−1ps−1(x)

Proof. From [21, Theorem 2.6 (CR1)] and Lemma 3.2 we obtain

Ψ2rps(x) = Ψ2rp(Vps−1(x))

=

k∑
i=0

(−1)k−iVi2s−1ps−1(x).

3.2 Modular reduction

With the formulas for the minimal polynomials in hand, we are ready to express
the dependency relations of the elements cos(2πj/n). We will study the two
cases, n = ps and n = 2rps, separately.

3.2.1 Case n = ps

Let N = (ps − 1)/2, k = (p − 1)/2 and m = φ(ps)/2 = ps−1k. Therefore, the
minimal polynomial of ψn = 2 cos(2π/n) over Q is

Ψn(x) =

k∑
j=0

Vjps−1(x)

as given by Corollary 3.1.

Lemma 3.3. In the quotient ring Z[x]/(Ψn(x)) we have the following identities

Vm(x) =−
k−1∑
j=0

Vjps−1(x), (8)

Vm+l(x) =−
k−1∑
j=0

Vjps−1+l(x)−
k∑
j=1

Vjps−1−l(x). (9)
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Proof. In the ring Z[x]/(Ψn(x)) we have

Ψn(x) =

k∑
j=0

Vjps−1(x) = 0.

Therefore,

0 = Vm(x) +

k−1∑
j=0

Vjps−1(x),

and we conclude (8).
Additionally, for any l satisfying 1 ≤ l ≤ N −m = (ps−1 − 1)/2 < m, we

have the relation

Vm(x)Vl(x) = Vm+l(x) + Vm−l(x)

between the modified Chebyshev polynomials. Now, by multiplying the relation
(8) by Vl(x) on both sides we find that

Vm+l(x) + Vm−l(x) = −Vl(x)−
k−1∑
j=1

Vjps−1+l(x) + Vjps−1−l(x).

Thus, we reorder the terms to

Vm+l(x) = −Vl(x)− Vm−l(x)−
k−1∑
j=1

Vjps−1+l(x) + Vjps−1−l(x)

= −
k−1∑
j=0

Vjps−1+l(x)−
k∑
j=1

Vjps−1−l(x),

which concludes the proof for (9).

Note that under the isomorphism of rings Z[x]/(Ψn(x)) ∼= Z[ψn] via the
evaluation map x 7→ ψn, we discover the relations

Vm+l(ψn) = −
k−1∑
j=0

Vjps−1+l(ψn)−
k∑
j=1

Vjps−1−l(ψn).

Moreover, we have the isomorphisms σ ∈ Gal(Q(ψn)/Q) giving the relation

Vm+l(ψσ,n) = −
k−1∑
j=0

Vjps−1+l(ψσ,n)−
k∑
j=1

Vjps−1−l(ψσ,n).
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Finally, by using the property Vj(2 cos(θ)) = 2 cos(jθ) we have derived the
formula

2 cos

(
2πσ(m+ l)

n

)
+

k−1∑
j=0

2 cos

(
2πσ(jps−1 + l)

n

)

+

k∑
j=1

2 cos

(
2πσ(jps−1 − l)

n

)
= 0. (10)

This is the main equation that we will use in Section 4 to perform column
elimination on a certain cosine matrix. Note that for the given bounds on l and
j, all the indices jps−1 + l and jps−1 − l are distinct.

3.2.2 Case n = 2rps

Let N = 2r−2ps − 1, k = (p − 1)/2 and m = φ(n)/2 = k2r−1ps−1. From
Corollary 3.2, we know that the minimal polynomial of ψn equals

Ψ2rps(x) =

k∑
j=0

(−1)k−jVj2r−1ps−1(x).

Lemma 3.4. In the quotient ring Z[x]/(Ψn(x)) we have the following identities

Vm(x) =

k−1∑
j=0

(−1)k−j−1Vj2r−1ps−1(x) (11)

Vm+l(x) =

k−1∑
j=0

(−1)k−1−jVj2r−1ps−1+l(x) +

k∑
j=1

(−1)k+1−jVj2r−1ps−1−l(x). (12)

Proof. In the quotient Z[x]/(Ψn(x)), we see that

Ψn(x) =
k∑
j=0

(−1)k−jVj2r−1ps−1(x) = 0,

and (11) is a rearrangement of this sum. Moreover, for any index l such that
1 ≤ l ≤ N −m = 2r−2ps−1 − 1 < m, we have as above the formula

Vm(x)Vl(x) = Vm+l(x) + Vm−l(x).

Multiplying the equation (11) by Vl(x) on both sides leads to the form

Vm+l(x) =

k−1∑
j=0

(−1)k−1−jVj2r−1ps−1+l(x) +

k∑
j=1

(−1)k+1−jVj2r−1ps−1−l(x).
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Similarly to the case n = ps, the Galois maps σ ∈ Gal(Q(ψn)/Q) and the
evaluation map x 7→ ψn endows us with the linear dependence relation between
the cosine terms of the form cos

(
2πσ(m+ l)/n

)
and the set of cosines

cos

(
2πσ(j2r−1ps−1 ± l)

n

)
, where 0 ≤ j ≤ k, 1 ≤ l ≤ N −m.

This relation will play an essential role in the proof of the PLWE–RLWE equiv-
alence of the maximal real subextension of Q(ζn).

4 PLWE–RLWE equivalence

To show the equivalence of the RLWE and PLWE problems, the approach we
take is identical to [3]. Fix an odd prime p. Let n = ps or n = 2rps for r ≥ 1
and s ≥ 1. Further, let m = φ(n)/2. As stated in Section 2, the set

V := {V0(x), V1(x), . . . , Vm−1(x)}

of the modified Chebyshev polynomials is a basis for Z[x]/(Ψn(x)). Thus, the
canonical embedding M : Z[x]/(Ψn(x))→ Rm is given by

a0V0(x) + a1V1(x) + . . .+ am−1Vm−1(x) 7→M(a0, a1, . . . , am−1)T ,

where

M
m×m

=



1 2 cos(2π/n) 2 cos(2π2/n) . . . 2 cos(2π(m− 1)/n)
...

...
... . . .

...
1 2 cos(2πσ/n) 2 cos(2πσ2/n) . . . 2 cos(2πσ(m− 1)/n)
...

...
...

. . .
...

1 . . . . . . . . .


is an m-by-m matrix with σ ∈ {1, 2, . . . , n/2} and (σ, n) = 1.

From [30] and [15], we know that the PLWE and RLWE problems are equiv-
alent, if the condition number of the matrix M is bounded by a polynomial in n.
For a short summary of this approach, see [8, Definition 2.3]. With this setup,
we are ready to state and prove the two main theorems of this section, one for
n = ps and another for n = 2rps.

Theorem 4.1. Let p ≥ 3 be a prime and s ≥ 1. Then PLWE and RLWE are
equivalent for the maximal real subextension of the ps-th cyclotomic field.

Proof. Let N = (ps− 1)/2. Our goal is to bound the Frobenius norm of M and
its inverse M−1 by using the bound from Lemma 2.4 on the condition number
of the cosine matrix CN+1 from Definition 2.4. First of all, notice that there
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exist a permutation of the rows of CN+1 and hence a permutation matrix P
such that

PCN+1 =

 M
m×m

B
m×m′

A
m′×m

C
m′×m′

 ,
where m′ = N+1−m = (ps−1+1)/2, and the submatrices A,C and C have the
indicated dimensions. In particular, the entries of the matrix B are of the form
2 cos(2πσj/n) with σ coprime to p and the column index j = m,m+ 1, . . . , N .
As mentioned in Section 3, for a fixed σ the corresponding cosine values are
linearly dependent over the set Sσ = {2 cos(2πσj/n) : j = 0, 1, . . . ,m − 1}. In
particular, the columns of B are linearly dependent of the columns of M, and
the general dependency relations are given by Lemma 3.3 as formulas (8) and
(9). The explicit formula for the different values of σ and l is (10).

Let (F)i,l = Fi,l be the m ×m′ matrix indexed by i = 0, 1, . . . ,m − 1 and
l = 0, 1, . . . , N −m. The matrix F is related with the dependency relations (8)
and (10) as follows:

The first column of F with l = 0 is related with the dependency of Vm(x) in
formula (8) as

Fi,0 =

{
1, ps−1 | i
0, otherwise.

For the columns l with 1 ≤ l ≤ N − m, we use the dependency formula of
Vm+l(x), (10) as

Fi,l =

{
1, i ≡ ±l mod ps−1

0, otherwise.

Finally, we notice by counting the number of ones in F that

||F||2F =
p− 1

2
+ 2

(
p− 1

2

)
(N −m) = m ≤ N.

Then we can eliminate the matrix B by performing column operations:

PCN+1R =

 M
m×m

0
m×m′

A
m′×m

D
m′×m′

 , (13)

where R is the (N + 1)× (N + 1) matrix given by

R =

 I
m×m

F
m×m′

0
m′×m

I
m′×m′

 .
Notice that M is a submatrix of PCN+1, so we get a strict bound on the

condition number of the transform,

||M||2F < ||PCN+1||2F = ||CN+1||2F .
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To bound the norm of the inverse M−1, we invert the matrix equation (13) to
get

R−1C−1N+1P
T =

M−1
m×m

0
m×m′

A′
m′×m

D−1
m′×m′

 , (14)

where the inverse of R is given by blockwise by

R−1 =

 I
m×m

−F
m×m′

0
m′×m

I
m′×m′

 .
We use the sub-multiplicativity of the Frobenius norm to deduce that

||M−1||2F < ||R−1C−1N+1P
T ||2F ≤ ||R−1||2F ||C−1N+1P

T ||2F
= ||R−1||2F ||C−1N+1||

2
F = (N + 1 + ||F||2F )||C−1N+1||

2
F < 3N ||C−1N+1||

2
F .

By combining these two bounds, we get an upper bound for the condition
number of M,

κF (M)2 = ||M−1||2F ||M||2F < 3N ||C−1N+1||
2
F ||CN+1||2F = 3NκF (CN+1)2.

The final step is to use Lemma 2.4 which states that κF (CN )2 = O(N2).
Putting everything together yields the desired bound

κF (M)2 = 3NO(N2) = O(N3) = O(n3).

This concludes the proof.

Theorem 4.2. Let p be an odd prime, r ≥ 2, and s ≥ 1. Then PLWE and
RLWE are equivalent for the maximal real subextension of the 2rps-th cyclotomic
field.

Proof. Let N = 2r−2ps − 1, n = 2rps and m = φ(n)/2 = 2r−1ps−1k, where
k = (p− 1)/2. Let CN+1 be the cosine matrix for n = 2rps from Section 2. As
in the proof of Theorem 4.1, there exists a matrix P, a permutation of rows,
such that

PCN+1 =

 M
m×m

B
m×m′

A
m′×m

C
m′×m′

 ,
where m′ = N + 1 − m = 2r−2ps−1, and all the matrices have the indicated
dimensions. Similarly, the entries of the matrix B are of the form 2 cos(2πσj/n)
with σ coprime to 2p and j = m,m+ 1, . . . , N . By Lemma 3.4, the columns of
B are linearly dependent on the columns of M.

We continue to construct the column elimination matrix F of dimension
m×m′. Denote by q(i) the quotient of i divided by 2r−1ps−1, that is,

q(i) =
i

2r−1ps−1
.
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Set (F)i,l = Fi,l indexed by i = 0, 1, . . . ,m − 1 and l = 0, 1, . . . , N − m and
define the entries of F by

Fi,0 =

{
(−1)k−q(i), if 2r−1ps−1 | i

0, otherwise.

For the columns l with 1 ≤ l ≤ N −m,

Fi,l =


(−1)k−q(i−l), if i ≡ l mod 2r−1ps−1

(−1)k−q(i+l), if i ≡ −l mod 2r−1ps−1

0, otherwise.

Therefore,

||F||2F =
p− 1

2
+ 2

(
p− 1

2

)
(N −m) =

p− 1

2
(2r−1ps−1 − 1) < N.

From here onwards, we follow the same steps as in the proof of Theorem 4.1,
concluding

κF (M)2 = O(N3) = O(n3).

This finishes the proof.

5 Fast multiplication in the quotient ring

This section introduces an algorithm for fast multiplication over the polynomial
quotient ring Z[x]/(Ψn(x)) for n = 2rps with p ≥ 3 a prime, r > 2 and s ≥ 1.
The special cases n = 2r and n = 2r3s were considered in [3]. The algorithm
consists of two steps: first, fast multiplication in Z[x] via the Discrete Cosine
Transform DCT, followed by a fast reduction of the product modulo Ψn. The
algorithm resembles the Number Theoretic Transform (NTT). However, the
NTT is typically computed over the cyclotomic ring Z[x]/(xn + 1), where n
is a power of two [1, 28]. Non-power-of-two cyclotomic fields were studied in
[23], where the authors develop a fast multiplication algorithm in the quotient
Z[x]/(f(x)), where the polynomial modulus is f(x) = xn − xn/2 + 1 with n =
φ(2r3s), r ≥ 1 and s ≥ 1.

5.1 Fast polynomial multiplication via the DCT

Despite the fact that there are several fast algorithms for polynomial multipli-
cations based on the Fast Fourier Transform FFT, we are interested in a fast
algorithm that multiplies two polynomials expressed in the V -basis (1). The
traditional methods based on the FFT perform the computations in the canoni-
cal power basis {1, x, . . . , xN−1}. Our variant makes use of the Discrete Cosine
Transform and its inverse.
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The computation of the DCT and IDCT can be achieved through various algo-
rithmic approaches, broadly categorized as indirect and direct methods. Indirect
methods cleverly repurpose existing fast transformations. For instance, some
early approaches, described in Ahmed et al. [2], utilize the FFT or Hadamard
transforms to compute the DCT. While being asymptotically effective, these
indirect methods may not be optimal in terms of computational cost.

In contrast, direct algorithms are specifically designed for the DCT and IDCT.
These algorithms often employ techniques like matrix factorization and recur-
sive decomposition, drawing inspiration from the Cooley-Tukey algorithm (the
foundational algorithm for the FFT). Works by Bi and Yu, [6], Bi [5], Hou [19],
and Kok [20] demonstrate that direct DCT algorithms can achieve the same
asymptotic time complexity as the FFT, namely O(n log n), through careful op-
timization. These direct approaches aim to minimize the number of arithmetic
operations required, leading to improved practical performance.

5.1.1 The Discrete Cosine Transform DCT

The Discrete Cosine Transform (DCT) is widely used in many digital signal
processing applications. Multiple fast algorithms for different types of the Dis-
crete Cosine Transform have been reported in the literature [6, 19, 20, 2]. In
this paper, we shall use types II and III, which are mutual inverses when scaled
properly.

Definition 5.1 (DCT). Let N ∈ Z+ and a(k), k = 0, 1, . . . , N − 1 be a real
sequence. The non-scaled type-III Discrete Cosine Transform of a(k) is the
sequence â(j) defined by

â(j) =
a(0)

2
+

N−1∑
i=1

a(i) cos

(
2π(2j + 1)i

4N

)
, 0 ≤ j ≤ N − 1.

The inverse of the type-III DCT is given by the type-II DCT. The non-scaled
type-II Discrete Cosine Transform of the sequence a(k) is a new sequence ã(j)
given by

ã(j) =

N−1∑
i=0

a(i) cos

(
2π(2i+ 1)j

4N

)
, 0 ≤ j ≤ N − 1.

As mentioned before, the scaled type-III DCT and scaled type-II DCT are
inverses of each other. For the non-scaled versions, we have a similar result:

Lemma 5.1. For any real sequence a(k), k = 0, 1, . . . , N − 1, we have

IDCT
(
DCT(a)

)
=
N

2
a,

where a denotes the vector (a(0), . . . , a(N − 1))T .
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5.1.2 Linear Convolution

Let p(x) be a polynomial of degree less than or equal to N − 1, then p(x) can
be represented in basis {V0(x), V1(x), . . . , VN−1(x)} as

p(x) =

N−1∑
i=0

aiVi(x).

We will write a = (a0, a1, . . . , aN−1)T for the vector of coefficients in the
V -basis. Related to the cosine transform, we define a grid of points

xj := 2 cos

(
2π(2j + 1)

4N

)
, j = 0, 1, . . . , N − 1. (15)

The evaluation of p(x) at the grid points xj yields

p(xj) = a0 + 2

N−1∑
i=1

ai cos

(
2π(2j + 1)i

4N

)
.

By writing this in vector form for all j, we have the property

p̂ = 2DCT(a),

where p̂ = (p(x0), p(x1), . . . , p(xN−1))T is the vector of all the evaluations.
Finally, let p(x), q(x) ∈ Z[x] and r(x) = p(x)q(x). By definition, the eval-

uations satisfy r(xj) = p(xj)q(xj) for all xj in the grid. Thus, the vectors of
evaluations satisfy the property

r̂ = p̂� q̂,

where � denotes the elementwise product of vectors. Written in another form,

DCT(c) = 2DCT(a)� DCT(b), (16)

where a,b and c are the coefficient vectors of the polynomials p, q and r in the
V -basis as given below.

Now, let n = ps with s ≥ 1 or n = 2rps with r > 2 and s ≥ 1. Further,
let m = φ(n)/2 = [Q(ψn) : Q], and take two polynomials p(x) and q(x) in
Z[x]/(Ψn(x)). We denote also by p(x) and q(x) the coset representatives that
have degree less or equal to m− 1. Let N be closest power of 2 greater or equal
to 2m, and express p(x) and q(x) in basis V = {V0(x), . . . , VN−1(x)} as

p(x) =

N−1∑
i=0

aiVi(x) and q(x) =

N−1∑
i=0

biVi(x).

Clearly, ai = bi = 0 for i ≥ m. If we denote the product by

r(x) = p(x)q(x) =

N−1∑
i=1

ciVi(x),
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then r(x) is the only polynomial of degree less than N − 1 satisfying the convo-
lution formula (16). Thus we can compute the coefficients of r(x) by using the
DCT and its inverse by

N

2
c = 2 IDCT

(
DCT(a)� DCT(b)

)
,

where c = (c0, c1, . . . , cN−1)T is the coefficient vector of the polynomial r(x) in
V -basis. The previous formula implies that computing the coefficient of p(x)q(x)
in V -basis takes in total two N -point DCT transforms, one N -point IDCT, and
N multiplications.

Each N -point DCT and its inverse IDCT requires exactly (l − 2)2l−2 mul-
tiplications and 3(l − 2)2l−3 − 2l−2 + 1 additions, where 2l = N , that is
l = dlog2(m)e + 1. The derivations for the number of operations can be found
in [20, 19]. This means that the asymptotic complexity of computing the coef-
ficients of the product is O(m logm).

5.2 Reduction modulo Ψn(x)

We proceed by describing dependency relations on the polynomial quotient ring
Z[x]/(Ψn(x)). In particular, we derive a formula for reducing the degree of
polynomials modulo Ψn(x).

We start by considering a polynomial c(x) of degree 2m− 2 in the V -basis

c(x) =

2m−2∑
j=0

cjVj(x).

Note that every product of two polynomials of degree m− 1 can be written in
this form. We are interested in finding the reduction c(x) ≡ c(x) mod Ψn(x)
such that deg c(x) < m. In other words, we want to find a fast method for
computing the coefficients cj of the reduced polynomial

c(x) =

m−1∑
j=0

cjVj(x).

5.2.1 Case n = ps

Let n = ps, N = (ps − 1)/2 and m = ps−1(p − 1)/2. We have already derived
the reduction formulas for Vj(x) for the degrees m ≤ j ≤ N in Section 3. The
formulas are the Equations (8) and (9) of Lemma 3.3. However, we are yet to
find a reduction formula for the indices N < j ≤ 2m − 2. To this end, for the
indices N < j ≤ 2m− 2, we have the following equivalences

Vj(x) ≡ Vn−j(x) mod Ψn(x).

by the symmetry cos(2π−x) = cos(x). Therefore, the reduction of a polynomial
c(x) of degree 2m− 2 to a polynomial c(x) of degree N takes 2m− 2−N < m
additions.
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After these steps, we have found a polynomial c(x) ≡ c(x) mod Ψn(x) with
deg c(x) = N . The last step is to use the relations (8) and (9) to lower the degree
of the representative below m, that is, to find a polynomial in the quotient of
c(x) expressed in the basis {V0(x), V1(x), . . . , Vm−1(x)}.

By iterating backwards over the indices j such that m ≤ j < N and accu-
mulating the coefficients, we need (N −m)2(p− 1)/2 < m operations. In total,
the number of operations in the whole reduction process is bounded by 2m. The
asymptotic bound is O(m).

5.2.2 Case n = 2rps

Let n = 2rps, N = 2r−2ps − 1 and m = 2r−2ps−1(p − 1). Section 3 presents
reduction formulas for Vj(x) modulo Ψn(x) with indices m ≤ j ≤ N . Now, we
introduce similar formulas for N < j ≤ 2m− 2. First, note that

VN+1(x) ≡ 0 mod Ψn(x),

since

2 cos

(
2π(N + 1)

n

)
= 2 cos

(
2π2r−2ps

2rps

)
= cos

(
π

2

)
= 0.

Second, due to the symmetry 2 cos(π − x) = −2 cos(x) of the cosines, we have
the equivalence

V2r−1ps−j(x) ≡ −Vj(x) mod Ψn(x).

With these relations the reduction of a polynomial c(x) of degree 2m−2 to a
polynomial c(x) ≡ c(x) mod Ψn(x) takes as before 2m−N−2 < m operations,
resulting in a polynomial of degree N .

Finally, we use the relations (11) and (12) to reduce the degree of c(x) to
m− 1. Thus, we have found a representative c(x) of c(x) of degree m− 1 using
only (N −m)(p− 1) < m operations. Hence, the cost of the total reduction of
c(x) is O(m).

5.3 Fast change of basis revisited

The PLWE problem is typically stated using polynomials in the power basis. It
follows that the security guarantees that follow from the RLWE–PLWE equiv-
alence hold in principle only if we sample our polynomials in the power basis.
However, as was shown in [3], there exists a fast change of basis to the V -
basis and back. Their approach works for general polynomials of degree N − 1.
This allows us to compute the product a(x)s(x) ∈ Z[x]/(Ψn(x)) with quasilin-
ear complexity O(m logm), even in the case of polynomials sampled from the
power basis.

Theorem 5.1. For n = 2rps with r ≥ 0 and s ≥ 1, given two polynomi-
als a(x), s(x) ∈ Z[x]/(Ψn(x)) in the power basis, their product a(x) · s(x) ∈
Z[x]/(Ψn(x)) can be computed with asymptotic complexity O(n log n).
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Proof. The proof is a direct consequence of the general argument provided in
[27]. For a more detailed proof, see [3, Section 5].

5.4 Computations over a finite field

The Discrete Cosine Transform can be computed over a prime finite field Fq by
writing the cosines in terms of elements in the finite field as

cos

(
2π(2j + 1)i

M

)
7→ 2−1

(
ω
(2j+1)i
M + ω

−(2j+1)i
M

)
,

where ωM is the M -th primitive root of unity in Fq. For a more comprehensive
discussion, see [13] . Here we need to choose M = 4N , where N = N(n) is the
size of the DCT. To guarantee the existence of ωM ∈ Fq, we must choose q ≡ 1
mod M .

Note that it is possible to use a composite modulus pq. First, we choose
two primes p ≡ q ≡ 1 mod M . We use the Chinese Remainder Theorem to
construct an element ω ∈ Z/pqZ ∼= Z/pZ×Z/qZ such that both ω mod p and ω
mod q have exact order M . Then we can perform the computations separately
in the two finite fields and transfer the elements back to Z/pqZ via the CRT
isomorphism.

6 Computational analysis of robustness against
PLWE attacks

Structured lattices and, in particular, structured variants of the Learning With
Errors paradigm have become one of the most promising solutions towards
post-quantum cryptography. This statement is realized in the standardization
selections of the First Standardization process of NIST. In July 2022, NIST
announced the selection of 4 candidates to be standardized:

• Crystals-Kyber (i.e. ML-KEM [25]),

• Crystals-Dilithium (i.e. ML-DSA [24]),

• Falcon [29] (i.e. future FN-DSA),

• SPHINCS+ (i.e. SLH-DSA [26]).

Out of the four selected schemes, three are based on some structured lattice
paradigm. In particular, two of those selections are based on a structured variant
of the LWE paradigm. Furthermore, other standardization competitions, like
the Korean Post-Quantum Cryptography competition, have reached very similar
results. A majority of the selected schemes have been based on structured
lattices.

The fact that an overwhelming proportion of cryptographic schemes are
based on the structured lattice variants is due to their unique way of achieving,
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at the same time, acceptable performance and small cryptographic sizes for their
associated elements. This follows from the additional algebraic structure. Note
that in the case of unstructured LWE schemes, the size of the cryptographic
keys is of order O(n2), where n is a security parameter which seeks to represent
the desired strength of the cryptosystem.

The algebraic structure of the structured LWE schemes decreases the size
of cryptographic keys to linear order O(n). With regards to performance, the
multiplication of elements within the structured setting can be made very effi-
cient through a number of optimizations, such as the Toom-Cook or Karatsuba
algorithms. The fast multiplication of elements is needed for a number of cryp-
tographic subprocesses. For the power-of-two cyclotomic fields, the situation is
optimal, since we can use the quasilinear Number Theoretic Transform (NTT)
to perform the multiplications. The NTT can be seen as a special case of the
Discrete Fourier Transform over finite fields.

6.1 Root-based attacks against the additional structure

The presence of additional algebraic structure can also be used as an additional
source of attacks. Among them, the original work of Lauter et al. [17, 16] and
the subsequent work [9] expanded the surface of instances that are vulnerable
to algebraic attacks. The attacks exploit the information about the roots of the
polynomial modulus f(x) of the PLWE instance. The general approach of the
attacks is as follows:

1. Take a root α of the polynomial f(x) and apply the evaluation homomor-
phism x 7→ α to each of the samples (ai(x), bi(x)) to be distinguished.

2. Loop through all possible values for s(α), that is, for the secret s(x) under
the evaluation homomorphism.

3. For each guess for s(α), compute the associated error values ei(α) =
bi(α)− s(α) · ai(α).

4. Perform certain distinguishability actions over the tentative evaluated er-
rors to get a distinguishability feature.

The particular actions taken on the tentative evaluated errors will define each
of the attacks. We specify three possibilities:

1. Analyze the set of possibilities for the error values, once evaluated in the
root α.

2. Analyze the smallness of the evaluated error values when their image dis-
tribution is constrained to a certain interval.

3. Analyze the smallness of the evaluated error values when their image dis-
tribution is not constrained to any particular interval.
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The success of all of the attacks above depends heavily on the order of
certain elements of the polynomial. In [17, 16], a number of attacks against the
decisional PLWE are presented, assuming that the polynomial f(x) has a root
α of small order in Fq. In [9], these attacks were generalized to roots belonging
to arbitrary degree field extensions of Fq, and the success of the attack depends
on the polynomial f(x) having certain k-ideal factors of small order. By k-ideal
factors, we mean factors of the form xk + a, where the degree k is small. The
existence of these factors introduces a vulnerability if the negated constant term
−a has small order.

Therefore, when considering the use of maximal real cyclotomic polynomials
Ψn(x) in the PLWE setting, it is important to analyze how effective these attacks
are. In other words, we must investigate whether the maximal real cyclotomic
polynomials are more prone to these important algebraic attacks than other
better-known and well-studied families, such as the cyclotomics.

In [8, 10], the authors show the non-existence of small roots for the maximal
real cyclotomic polynomials Ψn(x). They prove that for conductors of the form
n = 2rk, where k is odd, the polynomials Ψn(x) do not have roots α ∈ {±1,±2}
modulo any odd prime q. Hence, under the given assumptions, the attacks
against small order with α = ±1 or small residue with ±2 are not effective for
the polynomial family Ψn(x). On the other hand, for the cyclotomic polynomials
Φn(x), α = 2 can be a root. However, for this to happen the prime modulus q
has to be in the order of q ≈ 1018, which is too large a modulus in practice.

A computational approach to study the robustness of the maximal real cy-
clotomic polynomials Ψn(x) against the small-root attack was conducted in [3].
The authors ran a massive search for primes p < 1500 and q < 5 ·1010 to test for
small roots α ∈ {±2,±3,±4,±8} of the polynomials Ψ4p(x) and Φp(x) mod-
ulo q. We continue to analyze the robustness of this family by expanding our
study to a larger set of attacks and a more dense set of degrees parametrized
by n = 2rps.

6.2 Methodology

In order to analyze whether the maximal real cyclotomic polynomials are subject
to these types of attacks, we will follow the subsequent steps:

1. The polynomials Ψn(x) are constructed using the explicit formulas of Sec-
tion 3.1 and then expanded to be represented in the power basis.

2. The polynomials to be analyzed are built from cryptographically relevant
parameters, i.e., from values that are expected to appear or to be used in
current cryptographic schemes.

3. For each polynomial to be evaluated, we extract all the information nec-
essary to carry out the attacks. This includes:

(a) Every small-order root (ord(α) < 5) of Ψn(x) seen over Fq.
(b) The smallest-order root of each polynomial in Fq (if any).
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(c) Every k-ideal factor of the polynomial (k < 5 and ord(−a) < 5).

(d) The smallest-order k-ideal factor of each polynomial (if any).

4. The ratio of vulnerable instances under the attacks is compared with the
same computations for cyclotomic polynomials. In other words, we com-
pare the security of the maximal real polynomials to the more established
cyclotomic polynomials.

First, we analyze the polynomials Ψn(x) in cases that are similar to the selected
structured lattice standards. We build the maximal real cyclotomic polynomials
with the same degree and use the same modulus as the first three structured
lattice-based standards ML-KEM, ML-DSA, and future FN-DSA. Because it is
known that these schemes are not subject to root-based algebraic attacks, this
comparison provides the first insight to the safety of the polynomials Ψn(x).

Second, we consider a large sample of polynomials and moduli, and the
attacks are applied to all possible combinations of the two. We evaluate the
likelihood of each of these instances to be vulnerable to these attacks. Taking
into account all the samples and all the attacks, this analysis yields a vulnera-
bility ratio: how many of the total instances were vulnerable to these attacks.

Since we are restricted to a statistical approach, the sampled polynomials are
constructed under a number of constraints which ensure certain cryptographic
robustness, that is, the selection of all instances must have a large enough de-
gree and a large enough prime modulus. The total number of test instances
(Ψn(x), q) is more than 3500, which is large enough to predict how vulnerable
on average the new polynomials Ψn(x) are to root-based attacks. For compari-
son, the associated cyclotomic polynomials of the same degree and modulus are
tested against the same attacks, and we provide the vulnerability ratios of the
attacks for both families. For the interested reader, all the required material
along with computational programs and functions can be found in a Python
notebook on Github. 1

6.3 Analysis based on ML-KEM, ML-DSA and (future)
FN-DSA settings

ML-KEM, ML-DSA and (future) FN-DSA represent the first three standards
that are based on a structured lattice assumption. While each of them have their
own characteristics and defining details, they all have the additional algebraic
structure which is relevant to the security analysis of the scheme.

As a starting point, to analyze the robustness of the polynomials Ψn(x)
against root-based attacks on PLWE, we use the exact same parameters as in
the three standardized schemes:

• ML-KEM: degree = 256, q = 3329

• ML-DSA: degree = 256, q = 8380417

1https://github.com/RodriM11/PLWE-Maximal-Real-Computations
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• (future) FN-DSA (Falcon): degree ∈ {512, 1024}, q = 12289.

To simulate the same parameters for the maximal real cyclotomic polynomi-
als, we need to define (p, s, r) such that the degree of the associated polynomial
matches the degree in each setting. In Section 3.1, it was established that

deg(Ψ2rps) = (p− 1) · ps−1 · 2r−2

for r ≥ 1, s ≥ 1 and p ≥ 3 prime. Therefore, to simulate m ∈ {256, 512, 1024},
we use the cases

(p, s, r) ∈ {(5, 1, 8), (5, 1, 9), (5, 1, 10)},

along with the matching modulus q for each simulated scheme.
After running the computations, we find that for each of the ML-KEM, ML-

DSA, and FN-DSA settings, their respective polynomials Ψn(x) do not have any
roots in Fq. Also, they do not have any k-ideal factors, that is factorizations
formed by quadratic (quartic for ML-DSA) polynomials with zero intermediate
coefficients. Therefore, the polynomials Ψn(x) maintain their security against
root-based attacks on the algebraic structure.

These results provide the first important hint that the use of the maximal
real cyclotomic polynomials under the same conditions as cryptographically
relevant cyclotomic instances is secure against a large range of algebraic attacks
on PLWE.

6.4 Statistical analysis

The objective of the this section is to build upon the results above and study
further the security of the maximal real polynomials against root-based PLWE
attacks. To do so, we follow a statistical approach. We draw a number of sample
instances (Ψn(x), q), and consider for each the same attacks as above.

In particular, we build our sample space for the instances such that all
samples satisfy the following restrictions. For the conductor n = 2rps, we use
all possible combinations of (p, s, r) ∈ S, where S is defined as

S = {(p, s, r) : 5 ≤ p ≤ 50, 2 ≤ r ≤ 9, 1 ≤ s ≤ 3, 256 ≤ deg(Ψ2rps) ≤ 512}.

In other words, we restrict to parameter space p ∈ [5, 50] prime, r ∈ [2, 9],
s ∈ [1, 3], such that the degree m = deg(Ψ2rps) lands in [256, 512]. This yields
|S| = 24 combinations. Furthermore, we sample 150 primes q randomly in the
range 2048 ≤ q ≤ 4192 to use as the modulus. Finally, we use six different
Gaussian distributions of standard deviation σ ∈ {2, 3, 4, 5, 6, 7}. In total, this
yields 3600 combinations (Ψn(x), q) and 21600 PLWE instances (Ψn(x), q, σ).

The most relevant results are as follows:

• Out of the 3600 combinations for (Ψn(x), q), only two pairs have small-
order roots and only one has a k-ideal factor where k < 5.
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• The vulnerability ratios of the attacks on the smallest-order root and each
of the smallest-order k-ideal factors are given in Table 1.

Table 1: Vulnerability ratio of root-based attacks for Ψ2rps(x) for (p, s, r) ∈ S,
q ∈ [2048, 4096] and σ ∈ [2, 7], based on roots and k-ideal factors of Ψ2rps(x).

σ = 2 σ = 3 σ = 4 σ = 5 σ = 6 σ = 7
Small set (roots) 0 0 0 0 0 0
Small error (roots) 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003
Small set (k-ideal) 0 0 0 0 0 0
Small error (k-ideal) 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008

The results in Table 1 provide computational evidence that these maximal real
cyclotomic instances are prone to a very small vulnerability ratios for the at-
tacks. For the attack against small error values, for each σ, we found only one
vulnerable instance giving the displayed vulnerability ratio 1/3600 ≈ 0.0003.
For the corresponding k-ideal attacks, only nine instances are found to be vul-
nerable, with a vulnerability ratio 9/(3 · 3600) ≈ 0.0008 for all σ’s. Here the
extra factor of 3 in the denominator comes from the consideration of three dif-
ferent factors xk − a with k = 2, 3, 4. These computational results add to the
conjectured robustness of the polynomial family and gives a notion of the real
utility of the polynomial family Ψn(x) in practical PLWE instances.

To provide a measure of how small these values are in comparison, we run
the same analysis for the cyclotomic counterparts of the same degree and mod-
ulus as above for Ψn(x) parametrized by the set S. For cyclotomic polynomials,
we did not find any instances in our sample space that were be susceptible to
the any of the four algebraic attacks. Therefore, the cyclotomic polynomials
seem to be more resistant than the maximal real cyclotomic polynomials. How-
ever, given that only 10 out of the 3600 maximal real cyclotomic instances were
vulnerable, from the practical point of view, the maximal real cyclotomic poly-
nomials are on average as secure as the cyclotomic polynomials in the tested
range of parameters.

For the k = 1 ideal attack, which equals the original root-based approach, the
only vulnerable instance was (p, s, r, q) = (19, 2, 2, 2887). It had a root α = 698
of order 3. For the k-ideal attack, a few additional vulnerable instances appear.
Even though the increase is negligible when compared to the total number of
instances evaluated, the increase is consistent with the theoretical analysis that
higher degree finite extensions are more likely to be affected by these attacks.

The non-zero vulnerability ratios of the maximal real cyclotomic polynomials
are due to the fact that particular instances have smaller order roots. For
the cyclotomic polynomials, this does not happen since the elements under
consideration in every type of attack (namely, the k-ideal factors of the form
xk−a, with k ∈ {1, .., 4}) are n

gcd(n,k) -th primitive roots of unity. Note that this

is due to the fact that, if a cyclotomic polynomial has an irreducible factor of
the form xk − a, then this factor encloses k of the n-th primitive roots of unity,
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and every power αk of a n-th primitive root of unity is an a-th primitive root
of unity, with a = n

gcd(n,k) .

On the other hand, the maximal real cyclotomic polynomials do not enjoy
such simple relations for their roots and k-ideal factors, and therefore it is
possible, as the numerical computations show, that certain instances of Ψn(x)
and q do yield roots of small order.

In summary, these results show that for the range of samples that we tested,
the maximal real cyclotomic polynomials have only a slightly higher vulnera-
bility ratio than their cyclotomic counterparts. In both experiments, the vul-
nerability ratios are extremely small, which is in line with the theoretical and
conjectured robustness of the PLWE problem for these instances. Overall, in
both polynomial families the proportion of polynomial–prime pairs that are in-
vulnerable to the algebraic attacks is very high. Thus, for applications we can
always discard vulnerable cases, since the small vulnerability ratio implies that
it is easy to find instances such that the algebraic attacks do not work. In other
words, in practice one can always work with maximal real instances which are
not vulnerable against any type of root-based attack.
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