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Abstract. The sponge is a popular construction of hash function design.
It operates with a b-bit permutation on a b-bit state, that is split into a
c-bit inner part and an r-bit outer part. However, the security bounds
of the sponge are most often dominated by the capacity c: If the length
of the digest is n bits, the construction achieves min{n/2, c/2}-bit col-
lision resistance and min{n, c/2}-bit second preimage resistance (and a
slightly more complex but similar bound for preimage resistance). In cer-
tain settings, these bounds are too restrictive. For example, the recently
announced Chinese call for a new generation of cryptographic algorithms
expects hash functions with 1024-bit digests and 1024-bit preimage and
second preimage resistance, rendering the classical sponge design basi-
cally unusable, except with an excessively large permutation. We present
the SPONGE-DM construction to salvage the sponge in these settings. This
construction differs from the sponge by evaluating the permutation dur-
ing absorption in a Davies-Meyer mode. We also present SPONGE-EDM,
that evaluates potentially round-reduced permutations during absorp-
tion in Encrypted Davies-Meyer mode, and SPONGE-EDMc, that optimizes
the amount of feed-forward data in this construction. We prove that
these constructions generically achieve min{n/2, c/2}-bit collision resis-
tance as the sponge does, but they achieve n-bit preimage resistance and
min{n, c− log2(α)}-bit second preimage resistance, where α is the max-
imum size of the first preimage in blocks. With such constructions, one
could improve the security (resp., efficiency) without sacrificing the effi-
ciency (resp., security) of hash-based signature schemes whose security
relies solely on the (second) preimage resistance of the underlying hash
functions. Also, one could use the 1600-bit Keccak permutation with ca-
pacity c = 1088 and rate r = 512 to achieve 512-bit collision resistance
and 1024-bit preimage and second preimage resistance, without making
extra permutation calls. To encourage further cryptanalysis, we propose
two concrete families of instances of SPONGE-EDM (expected to be weaker
than SPONGE-DM), using SHA3 and Ascon. Moreover, we concretely demon-
strate the security and performance advantages of these instances in the
context of hashing and hash-based signing.



Keywords: SHA3, Sponge, (Second) preimage resistance, Cryptographic
permutations, Hash-based signatures

1 Introduction

The sponge construction of Bertoni et al. [8] is a popular approach for designing
cryptographic hash functions and XoFs (eXtendable output Functions). The
sponge construction is designed on top of a b-bit permutation f , and operates
on a b-bit state, and typically consists of an absorbing phase and a squeezing
phase. In the absorbing phase, the state is split into an inner part of c bits (the
capacity) and an outer part of r bits (the rate). The input message msg ∈ FbitLen

2

is first injectively padded into an integral number of blocks of r bits. These
blocks are absorbed one by one into the outer part of the state, interleaved with
an evaluation of f on the entire state. Then, in the squeezing phase, the state
is split into an inner part of c′ bits and an outer part of r′ bits, and a digest is
formed by extracting r′ bits from the state, again interleaved with an evaluation
of f on the entire state, until the required amount of output bits, n, is retrieved.
The sponge construction with padding algorithm Pad and n-bit digests denoted
by

SPONGE[f : Fb
2 → Fb

2,Pad, r, r
′, n]

is depicted in Figure 1. Typical sponge functions, in fact, have c = c′ and r = r′,
such as SHA3 [32] and Ascon [16, 38], whereas some take a slightly larger squeezing
rate, such as PHOTON [21].
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Fig. 1: The sponge construction.

Bertoni et al. [9] proved that, if f is a random permutation, the sponge (in
case c = c′ and r = r′) is indifferentiable from a random oracle [29, 14] as long
as the number of evaluations of the permutation does not exceed 2c/2. Naito and
Ohta [30] proved that a similar bound holds in case r′ = r + c/2− log2(c) (and
with an initial absorption of r + c/2 bits). In other words, the sponge behaves
like a random oracle up to 2c/2 queries, and this also implies generic security
of the sponge against the classical collision, preimage, and second preimage at-
tacks [1, Appendix A]. Stated differently, the sponge construction truncated to
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Table 1: The security bounds of SPONGE and our new constructions SPONGE-DM,
SPONGE-EDM, and SPONGE-EDMc. All parameters are expressed in bits. The bounds
assume that c′ ≥ c/2 + log2(r), and α denotes the maximum message length in
blocks.

Mode
Output
size

Input
rate

Output
rate

Security

Indiff. Collision Preimage 2nd preimage

SPONGE n r r′ c
2

min{n
2
, c
2
} min{n,max{n− r′, c

2
}} min{n, c

2
}

SPONGE-DM n r r′ c
2

min{n
2
, c
2
} n min{n, c− log2(α)}

SPONGE-EDM n r r′ c
2

min{n
2
, c
2
} n min{n, c− log2(α)}

SPONGE-EDMc n r r′ c
2

min{n
2
, c
2
} n min{n, c− log2(α)}

an output of n bits is collision secure up to complexity min{2n/2, 2c/2} and
preimage and second preimage secure up to complexity min{2n, 2c/2}. Lefevre
and Mennink [26] derived a dedicated security bound for preimage resistance, up
to complexity min{2n,max{2c/2, 2n−r′}}. These bounds are also summarized in
Table 1, and we refer the readers to Section 3.2 for a more technical treatment
of the state-of-the-art security bounds on the sponge.

Above-mentioned bounds on the sponge (as outlined in Table 1) are all tight:
they match the generic attacks specified in the original introduction of sponge
functions [8, Section 5]. For example, for collision resistance, the attack is quite
intuitive: first, there is a generic attack that does not take the internal properties
of the sponge into account and that succeeds in complexity approximately 2n/2.
Otherwise, one can vary the first message block, and get around 2c/2 different
states after the first evaluation of f . With high probability, there exist two eval-
uations with the same inner part, and the difference in the outer part can be
annihilated with the next message block. For preimage and second preimage re-
sistance, the attacks are slightly more involved, and they rely on the invertibility
of f : we revisit these attacks in more detail in Section 3.3, and in this section we
also describe a new second preimage attack that particularly works if the length
of the message is encoded in the padding.

1.1 Instantiating the Sponge

Existing hash functions based on the sponge have their security parameters
based on these bounds. For example, the algorithms in the SHA3 family are
sponge constructions instantiated with a 24-round iterative permutation Keccak-
p[1600, 24] : F1600

2 → F1600
2 [32]. Denoting by Keccak[c, n] the SPONGE construc-

tion instantiated with Keccak-p[1600, 24] and capacity c = c′ and output n, then
the SHA3 family consists of 4 hash functions

SHA3-224(msg) = Keccak[448, 224](msg ∥ 01) ,
SHA3-256(msg) = Keccak[512, 256](msg ∥ 01) ,
SHA3-384(msg) = Keccak[768, 384](msg ∥ 01) ,
SHA3-512(msg) = Keccak[1024, 512](msg ∥ 01) ,

(1)
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and two XoFs

SHAKE128(msg, n) = Keccak[256, n](msg ∥ 1111) ,
SHAKE256(msg, n) = Keccak[512, n](msg ∥ 1111) , (2)

and in each of these, the capacity is chosen so as to get 112, 128, 192, 256, 128,
or 256 bits of collision resistance.

Likewise, the algorithms in the Ascon family are sponge constructions instan-
tiated with a 12-round iterative permutation Ascon-p[320, 12] : F320

2 → F320
2 [38].

Let Ascon[c, n] denote the SPONGE construction instantiated with Ascon-p[320, 12]
and capacity c = c′ and output n, then, according to the NIST initial public
draft [38], we have

Ascon-Hash256(msg) = Ascon[256, 256](msg) ,

Ascon-XOF128(msg, n) = Ascon[256, n](msg) ,

Ascon-CXOF128(msg, n) = Ascon[256, n](msg)

(3)

(where domain separation is applied using the initial value). Also here, the ca-
pacity is selected so as to get 128 bits of security, provided d is large enough. See
also the systematization of knowledge of Lefevre and Mennink on the generic
security of Ascon [27, Section 8].

1.2 The Limits on (Second) Preimage Resistance

Despite the tunability of the sponge, for preimage and second preimage resis-
tance, c is often the limiting factor. Indeed, consider the case of SHAKE128(msg, d)
of (2). Assuming n ≥ 256, it generically achieves 128-bit collision resistance but
also only 128-bit second preimage resistance (and possibly slightly larger preim-
age resistance depending on d). Likewise, Ascon-Hash256 achieves 128-bit colli-
sion resistance as well as 128-bit second preimage resistance. (The NIST initial
public draft [38] also claims only 128-bit preimage resistance, but according to
the tight bounds of Table 1 it achieves 192-bit preimage resistance [27, Section
8].)

In order to achieve higher preimage and second preimage resistance, one typ-
ically has to increase the capacity and typically also the permutation size, and
this has a negative impact on the performance. We stress that the quest for im-
proved preimage and second preimage resistance is not just a theoretical exercise:
to the contrary, in certain cases, one actually wants better (second) preimage re-
sistance. For example, hash functions with stronger (second) preimage resistance
can be applied to enhance the security of hash-based post-quantum signature
schemes whose security relies solely on the security of the underlying hash func-
tion against (second) preimage attacks. Moreover, in March 2025, the National
Institute of Commercial Cryptography Standards (NICCS) of China released
the Announcement on Launching the Next-generation Commercial Cryptographic
Algorithms Program, where it calls for hash functions with 1024-bit digest and
1024-bit security against preimage and second preimage attacks [31]. In sponge
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terms, this restriction implies a capacity of at least 1024 · 2 = 2048 bits, making
the 1600-bit Keccak-p[1600, 24] permutation a priori unsuitable. This leads to
the natural question of whether we can achieve λ-bit security against preimage
and second preimage attacks with only about λ-bit capacity.

1.3 SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc

In this work, we propose SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc: these are
sponge functions as described above, but where the permutations during ab-
sorption are replaced with a Davies-Meyer [28] evaluation x 7→ f(x)⊕ x for the
permutation f , an Encrypted Davies-Meyer [13] evaluation x 7→ h(g(x)⊕ x) for
two permutations g, h, and a feed-forward-optimized Encrypted Davies-Meyer
evaluation, respectively. The three constructions are described in more detail
in Section 4. The constructions are loosely inspired by Foekens who, in turn
inspired by the fact that (second) preimage attacks require the inverse of the
permutation, investigated whether improved (second) preimage security could
be achieved with a random function [18]. However, our approach differs in two
aspects. Firstly, we do not want to rely on a random function, and secondly, we
only manipulate the primitive during absorption.

In Section 5, we prove the security bounds of these three constructions. First,
we prove that SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc achieve the same levels
of indifferentiability and collision resistance as the SPONGE. This result should
not come as a surprise, as the generic attacks do not rely on the invertibility
of the permutation. However, next we prove that SPONGE-DM, SPONGE-EDM, and
SPONGE-EDMc achieve (second) preimage resistance beyond the bound proven for
the sponge. In detail, we prove that they achieve preimage resistance up to com-
plexity 2n (i.e., independent of the capacity) and second preimage resistance up
to min{2n, 2c/α}, where α is the length of the first preimage in blocks. See also
Table 1. These bounds are actually tight: as we explain in Section 5, there are
matching attacks for these bounds.

1.4 Instantiation and Application

These are powerful bounds! For example, with just a 1600-bit permutation, we
can use our sponge-like construction SPONGE-EDM to achieve 512-bit collision re-
sistance and 1024-bit preimage and second resistance by taking c = 1088 and
r = 512, where we assume that the maximum size of a message is at most
around 264 blocks. Note that this construction does not make extra permutation
calls compared to the sponge: it only makes one extra exclusive-or operation
and it maintains a double state. Therewith, the Keccak-p[1600, 24] permutation
could be easily used in a sponge-like construction to meet the conditions of the
Chinese Announcement on Launching the Next-generation Commercial Crypto-
graphic Algorithms Program [31].

We remark that SPONGE-EDM is generically more expensive than SPONGE-DM
as it makes twice as many permutation calls during absorption. However, this
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scheme is mostly introduced to support constructions with round-reduced per-
mutations during absorption. For example, taking the 24-round iterative permu-
tation Keccak-p[1600, 24] as f , one can take g to be its first half and h its second
half. This construction is particularly interesting as stepping stone to cryptana-
lyze SPONGE-DM when instantiated with a concrete permutation. As a matter of
fact, to encourage further cryptanalysis, we present two families of SPONGE-EDM
(the weaker mode) instances derived from SHA3 [32] and Ascon [38] in Section 6.
In the first family, let

Keccak-EDM[c, n] = SPONGE-EDM[g, h,Pad, 1600− c, 1600− c, n] ,

where g and h be the first and last 12 rounds of Keccak-p[1600, 24], respectively.
We denote the function mapping x ∈ Fb

2 to h(g(x)⊕ x) by

Keccak-p[1600, 24]-EDM ⟨12, 12⟩ .

In the second family, let

Ascon-EDM[c, n] = SPONGE-EDM[g, h,Pad, 320− c, 320− c, n] , (4)

where g and h be the first and last 6 rounds of Ascon-p[320, 12] respectively.
Also, we denote the function mapping x ∈ Fb

2 to h(g(x)⊕ x) by

Ascon-p[320, 12]-EDM ⟨6, 6⟩ .

We expect Keccak-EDM[512 + 64, 512] to enjoy comparative concrete security
levels with SHA3-512 = Keccak[1024, 512] in regard to collision, preimage, and
second preimage attacks when the length of the longest message allowed to
be processed is limited to 512 · 264 bits. This means that we can achieve the
same security level with smaller capacity and larger rate, which increases the
efficiency of the hash function (especially for long messages). Moreover, we expect
Keccak-EDM[1024 + 64, 1024] to reach about 1024-bit security against preimage
and second preimage attacks when the length of the longest message allowed
to be processed is limited to 512 · 264 bits. Similarly, we expect that Ascon-
EDM[256, 256] offers a comparative level of concrete security to Ascon-Hash256 in
terms of collision resistance. However, it is expected to provide 256-bit and 192-
bit security against preimage and second preimage attacks respectively when
the maximum message length is restricted to 64 · 264 bits. In short, a higher
level of security could be offered by the SPONGE-EDM mode while maintaining
comparable efficiency as the original hash function. This has some implications
on the security and efficiency of hash-based post-quantum signature schemes
whose security solely rely on the (second) preimage resistance of the underlying
hash functions. By leveraging the Ascon-EDM instances, we can remedy the flaws
of the hash-based signature scheme Ascon-Sign [37] submitted to the NIST PQC
project in achieving 192-bit security, and improve the efficiency of the 128-bit
secure version of the signature algorithm in Ascon-Sign.
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1.5 Outline

We start with basic notation and our security model in Section 2. We recall the
sponge construction, its state-of-the-art security bounds, and its preimage and
second preimage attacks in Section 3. In this section, and more specifically in
Section 3.3.3, we present our new long message second preimage attack on the
sponge. Then, we present our new constructions SPONGE-DM, SPONGE-EDM, and
SPONGE-EDMc in Section 4, and derive their security bounds in Section 5. Then,
we present example instantiations of these constructions using SHA3 and Ascon

in Section 6. In this section, we also demonstrate how our results are particularly
useful for hash-based signature schemes.

2 Security Model

For n ∈ N, we denote by Fn
2 the set of n-bit strings and F∗

2 the set of arbitrarily
long strings. The set of arbitrarily long strings whose length is a multiple of n
is given by (Fn

2 )
∗
=

⋃
i∈N Fi·n

2 . For an x ∈ F∗
2, we denote by ∥x∥F2 its length in

bits. For a < ∥x∥F2
, the leftmost a bits of x are denoted ⌈x⌉(a) and its rightmost

a bits ⌊x⌋(a). For x ∈ N such that x < 2n, we denote by ⟨x⟩n the encoding of x
as an n-bit string. We denote by ϵ the empty string.

We denote by x
$←− X the uniform random selection of an element x from a

finite set X . Let perm(b) denote the set of all b-bit permutations. For a bijection
f , we denote by f± that the user has forward and inverse access to the function.

An adversary A is an algorithm, that is given query access to a set of oracles
O, denoted as A[O]. It can make a certain amount of queries to the oracles,
and in the end output something. In our security models, this will either be a
decision bit, a collision, or a first or second preimage for the hash function.

Throughout, we will consider security of a XoF H based on a permutation
f ∈ perm(n). When we consider generic security, we assume f to be a random

permutation, f
$←− perm(n), and we typically consider the quality at which H be-

haves like a random oracleR, which is a function that outputs a random string of
arbitrary length for each new input [3]. We will consider indifferentiability as well
as the classical notions of collision resistance, preimage resistance, and second
preimage resistance. These notions are described in Sections 2.1 and 2.2, respec-
tively. These descriptions are adopted from those of Lefevre and Mennink [27,
Section 8] on Ascon-XOF.

2.1 Indifferentiability

We consider indifferentiability of H based on random permutation f
$←− perm(n).

Intuitively, a XoF is indifferentiable [29, 14] from a random oracle R if there
exists a simulator S with oracle access to R such that (H[f ], f±) is hard to
distinguish from (R,S[R]±).
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Definition 1. Consider a XoF H. Let R be a random oracle and f
$←− perm(b).

Let S[R] be a two-sided simulator. The indifferentiability of H with respect to
simulator SR against an adversary A is defined as

Advindiff
H,S (A) =

∣∣Pr
(
A
[
H[f ], f±]→ 1

)
−Pr

(
A
[
R,S[R]±

]
→ 1

)∣∣ .
In indifferentiability, the adversarial resources are counted in the number of
accumulated permutation evaluations q that would be made in the left world.

2.2 Collision, Preimage, and Second Preimage Resistance

We consider collision, preimage, and second preimage resistance of H based on

random permutation f
$←− perm(n), where we take collision resistance, (every-

where) preimage resistance, and (everywhere) second preimage of Rogaway and
Shrimpton [36]. Here, we require that the minimal output size is fixed to some
value n, i.e., ℓ ≥ n. In addition, for second preimage resistance, there is an
additional parameter κ that specifies the maximal length of the first preimage.

Definition 2. Consider a XoF H. Let f $←− perm(b). Let κ, n ∈ N.
– The collision resistance of H against an adversary A is defined as

Adv
col[n]
H (A) = Pr

(
A
[
f±]→ (msg,msg′) :

msg ̸= msg′ and
H[f ](msg, n) = H[f ](msg′, n)

)
;

– The (everywhere) preimage resistance of H against an adversary A is defined
as

Adv
pre[n]
H (A) = max

z∈Fn
2

Pr
(
A
[
f±] (z)→ msg : H[f ](msg, n) = z

)
;

– The (everywhere) second preimage resistance of H against an adversary A
is defined as

Adv
sec[κ, n]
H (A) = max

msg∈F≤κ
2

Pr

A [
f±] (msg)→ msg′ :

msg ̸= msg′ and
H[f ](msg, n) =

H[f ](msg′, n)

 .

In these security notions, the adversarial resources are counted in the number of
permutation evaluations q.

We remark that indifferentiability of a XoF from a random oracle implies
its collision, preimage, and second preimage resistance up to the bounds that a
random oracle would achieve [1, Appendix A] (see also [27, Section 8]). However,
dedicated analysis may (and, in the case of our constructions, will) yield tighter
bounds.

3 Sponge Construction and Its Security

Before diving into our constructions (in Section 4), we first recall the sponge
construction in Section 3.1. We recap its generic security in Section 3.2. In Sec-
tion 3.3, we recall the existing preimage and second preimage attacks, and derive
a new long message second preimage attack.
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Algorithm 1: SPONGE[f,Pad, r, r′, n]

Input: msg ∈ F∗
2

Output: n-bit digest z

1 m← msg ∥ Pad(r, ∥msg∥F2)
2 α← ∥m∥F2/r
3 c← b− r

4 Let m = (m1, . . . ,mα) ∈ (Fr
2)

k

5 S← 0b

6 for i from 1 to α do
7 S← f(S⊕ (mi ∥ 0c))
8 Let z be the empty string
9 while ∥z∥F2 < n do

10 z← z ∥ Truncr′(S)
11 S← f(S)

12 return Truncn(z)

3.1 Construction

Let b, c, r, c′, r′ ∈ N such that b = r + c = r′ + c′. Let f : Fb
2 → Fb

2 be a b-bit
permutation. The SPONGE function takes as input a message msg ∈ F∗

2 and a
requested output length n ∈ N, and outputs a digest z ∈ F∗

2 of size n bits. It is
defined as follows:

SPONGE[f,Pad, r, r′, n](msg) = z .

Internally, the function always first injectively pads the message msg by con-
catenating it with a string Pad(r, ∥msg∥F2

), in such a way that m = msg ∥
Pad(r, ∥msg∥F2) is of length a multiple of r bits. We typically write α = ∥m∥F2/r,
and we denote β = ⌈n/r′⌉ for the number of r′-bit blocks of z. The Sponge con-
struction is depicted in Figure 1 and given in Algorithm 1.

The type of padding string, Pad(r, ∥msg∥F2
), is dependent on the construc-

tion. For example, SHA3 [32] defines

SHA3-Pad(r, bitLen) = 1 ∥ 0(r−bitLen−2) mod r ∥ 1 ,
whereas Ascon [38] defines

Ascon-Pad(r, bitLen) = 1 ∥ 0(r−bitLen−1) mod r .

One may also encode the length of the original message into the padding, by
concatenating ⟨bitLen⟩r.

3.2 Generic Security

The sponge construction is proven indifferentiable up to bound

Advindiff
SPONGE(A) ≤

q(q + 1)

2c
,
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as proven by Bertoni et al. [9]. Naito and Ohta proved a similar bound if the
initial absorption is done at r+ c/2 bits and squeezing is performed at r+ c/2−
log2(c) bits [30]. By implication [1, Appendix A], this bound implies collision,
preimage, and second preimage resistance:

Adv
col[n]
SPONGE(A) ≤

q(q + 1)

2c
+

(q − 1)q

2n+1
,

Adv
pre[n]
SPONGE(A) ≤

q(q + 1)

2c
+

q

2n
,

Adv
sec[κ, n]
SPONGE (A) ≤ q(q + 1)

2c
+

q

2n
.

(Here, strictly seen, the q in the first term refers to permutation calls but the q
in the second term to hash function calls. However, for the sake of the storyline,
this slight abuse of notation is not important.) An improved bound on preimage
resistance was derived by Lefevre and Mennink [26]:

Adv
pre[n]
SPONGE(A) ≤ min

{
4⌈n/r′⌉q
2n−r′

,
q(q + 1)

2c

}
+

4q

2n
.

These bounds are, in fact, tight. Bertoni et al. [8] already derived attacks
matching exactly these bounds. The collision attack aims to get an inner collision
during absorption by making forward evaluations of f , and this attack also means
that the indifferentiability bound is tight. For second preimage and preimage
resistance, the attacker makes forward and inverse evaluations of f to meet in
the middle.

3.3 (Second) Preimage Attacks

Before describing the SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc constructions,
we first recall the generic preimage and second preimage attacks on the sponge
construction instantiated with a permutation. These two attacks are taken from
the original specification of the sponge of Bertoni et al. [8].

In addition, we present a new long message second preimage attack on the
sponge construction, which works even if the length of the processed message is
encoded in the padding. We remark that this long-message attack is not very
relevant for the SHA3 and Ascon families, since only c

2 -bit security is claimed with
respect to second preimage attacks. However, the long message second preimage
attack is very important in our case, since we intend to overcome the c

2 -bit bound
with the SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc constructions in Section 4.

3.3.1 Preimage Attack For a given digest z1 ∥ · · · ∥ zl−1 ∥ zl ∈ Fr′
2 × · · · ×

Fr′
2 ×Fn−(l−1)r′

2 , when n ≤ max{n− r′, c
2}, i.e., n ≤ c

2 , we can apply the generic
preimage attack on the ideal hash function with n-bit output to find a preimage
in time complexity O(2n). When n > max{n−r′, c

2}, i.e., n > c
2 , a more efficient

attack is shown in Figure 2.
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Fig. 2: Generic preimage attack on the sponge construction instantiated with a
permutation.

First, we try to find an intermediate b = (r+c)-bit state S, such that ⌈S⌉(r′) =
z1 and 

⌈f(S)⌉(r′) = z2 ,

⌈f ◦ f(S)⌉(r′) = z3 ,

· · · · · ·
⌈f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸

l − 1

(S)⌉(n−(l−1)r′) = zl .

(5)

For a randomly chosen S with ⌈S⌉(r′) = z1, the probability that (5) is fulfilled
can be estimated as (

1

2r′

)l−2

· 1

2n−(l−1)r′
=

1

2n−r′
.

Therefore, we can identify such a state S with time complexity 2n−r′ . Note that
when n − r′ > b − r′ = c′, the time complexity can be reduced to 2c

′
, since

there are r′ bits of S ∈ Fb
2 = Fr′+c′

2 are fixed, and there are only b − r′ = c′-bit
degrees of freedom. In summary, we can find a satisfied S with a time complexity
min{2n−r′ , 2c

′}. After we find S, compute

S⋆ = f−1(S)⊕ (Pad ∥ 0c) .

Then, we try to search for m1 and m2 such that

⌊f(m1 ∥ 0c)⌋(c) = ⌊f−1(f−1(S⋆)⊕ (m2 ∥ 0c))⌋(c) . (6)

The complexity of this procedure is about O(2 c
2 ). At this point, we set

∆ = f(m1 ∥ 0c)⊕ f−1(f−1(S⋆)⊕ (m2 ∥ 0c)) .

Then, msg = m1 ∥ ∆ ∥ m2 is a preimage of z1 ∥ · · · ∥ zl−1 ∥ zl. The overall
complexity can be estimated as

min
{
max{min{2n−r′ , 2c

′}, 2 c
2 }, 2n

}
.

11



0

0

m1

r

c bits

r bits

0

m1

f

m2

r

f

m3

r

f

f−1(S⋆) S⋆

f−1(S)⊕ (Pad ∥ 0c)

Pad

r

f−1(S)

f

S

f

z1

r′

· · ·

· · ·

z2

r′

· · ·

0

0

m′
1

r

c bits

r bits

0

m1

f

△

r

f

m′
3

r

f

f−1(S⋆) S⋆

f−1(S)⊕ (Pad ∥ 0c)

Pad

r

f−1(S)

f

S

f

z1

r′

· · ·

· · ·

z2

r′

· · ·

Fig. 3: Generic second preimage attack on the sponge construction instantiated
with a permutation.

Remark 1. In Table 1, we listed the security bound proved by Lefevre and Men-
nink in [26], where it assumes n ≤ b, under which we always have 2n−r′ ≤
2b−r′ = 2c

′
, and thus

min
{
max{min{2n−r′ , 2c

′}, 2 c
2 }, 2n

}
= min{max{2n−r′ , 2

c
2 }, 2n} .

3.3.2 Second Preimage Attack Consider a given message msg = m1 ∥ m2 ∥
m3 ∈ Fr

2 × Fr
2 × Fr

2 and its digest

H(msg) = z1 ∥ · · · ∥ zl−1 ∥ zl ∈ Fr′
2 × · · · × Fr′

2 × Fn−(l−1)r′

2 .

When n ≤ c
2 , we can apply the generic second preimage attack on the ideal hash

function with n-bit output to find a second preimage in time complexity O(2n).
When n > c

2 , there exists a more efficient attack, which is shown in Figure 3.
First, based on the message msg, we can derive the intermediate state S and

compute S⋆ = f−1(S)⊕ (Pad ∥ 0c). Then, we search for m′
1 and m′

3 such that

⌊f(m′
1 ∥ 0c)⌋(c) = ⌊f−1(f−1(S⋆)⊕ (m′

3 ∥ 0c))⌋(c) .

The complexity of this procedure is about O(2 c
2 ). At this point, we set

∆ = f(m1 ∥ 0c)⊕ f−1(f−1(S⋆)⊕ (m3 ∥ 0c)) .

Then, msg = m′
1 ∥ ∆ ∥ m′

3 is a second preimage of z1 ∥ · · · ∥ zl−1 ∥ zl.

3.3.3 Long Message Second Preimage Attack The procedure of this
attack depends on the padding scheme of the hash function. Unlike Merkle-
Damg̊ard hash functions, for many sponge-based hash functions, the last blocks

12
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Fig. 4: A visualization of 0b
m1∥m2−−−−→ y.

of two padded messages with different lengths can be the same (e.g., the padding
scheme of SHA3). In the following, we describe the long message second preimage
attack under the assumption that the last blocks of two padded messages with
different lengths are different, which makes the attack more complicated. For
example, Wu [40] proposed a sponge-like hash function that employs message
length padding. For padding schemes of SHA3, the attack can be carried out
more straightforwardly.

The attack starts with the construction of a set of expandable messages [25]
based on the multi-collision technique [24]. Let a ∈ Fr·ℓ

2 be a bit string of ℓ r-bit

blocks, we use x
a−→ y to denote that after absorbing a by the sponge with the

starting state x ∈ Fb
2, we get the output state y ∈ Fb

2. For example, 0b
m1∥m2−−−−→ y

is visualized in Figure 4.
Then, the entire attack operates as follows, and it is visualized in Figure 5. We

first construct two sequences [a
(0)
1 , . . . , a

(0)
t ] and [a

(1)
1 , . . . , a

(1)
t ] with a

(0)
i ∈ F2r

2 ,

a
(1)
i = 0r·2

i−1 ∥ si, si ∈ F2r
2 (1 ≤ i ≤ t) such that the following condition0b

a
(0)
1−−→ x1, x1

a
(0)
2−−→ x2, · · · , xt−1

a
(0)
t−−→ xt ,

0b
a
(1)
1−−→ x1, x1

a
(1)
2−−→ x2, · · · , xt−1

a
(1)
t−−→ xt

(7)

is fulfilled. With these two sequences, we can construct a set

M = {a(b1)1 ∥ a(b2)2 ∥ · · · ∥ a(bt)t : (bt, bt−1, · · · , b1) ∈ Ft
2}

of 2t messages called an expandable message set. It is easy to check that the

length of the message a
(b1)
1 ∥ a(b2)2 ∥ · · · ∥ a(bt)t is ((b1 · 20 + 2)r + (b2 · 21 + 2)r +

· · · + (bt · 2t−1 + 2)r)-bit, and the lengths of the messages in M range from 2t

to 2t + 2t − 1 r-bit blocks. Moreover, for any msg ∈ M, 0b
msg−−→ xt. Such an

expandable message set can be produced with time O(t · 2 c
2 ). Given xi, we can

find in time O(2 c
2 ) two r-bit blocks u ∈ Fr

2 and u̇ ∈ Fr
2 such that the capacity

parts of y and ẏ collide or ⌊y⌋(c) = ⌊ẏ⌋(c), where xi
u−→ y and xi

0r·(2
i−1)∥u̇−−−−−−−→ ẏ. At

this point, if we set {
a
(0)
i+1 = u ∥ ⌈ẏ⌉(r),

a
(1)
i+1 = 0r·(2

i−1) ∥ u̇ ∥ ⌈y⌉(r),
(8)
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Fig. 5: The long-message second preimage attack

then xi

a
(0)
i+1−−−→ xi+1 and xi

a
(1)
i+1−−−→ xi+1 for some xi+1 ∈ Fb

2. We can repeat this
process t times to construct M.

Let msg = m1 ∥ · · · ∥ mα ∈ Fr·α
2 be a message and after padding it becomes

m1 ∥ · · · ∥ mα ∥ mα+1 ∈ Fr·(α+1)
2 . Assume that α is much greater than 2t and{

0b
m1−−→ S1, . . . ,S2t+1

m2t+2−−−−→ S2t+2 ,

S2t+2
m2t+3−−−−→ S2t+3, . . . ,Sα

mα+1−−−→ Sα+1 .
.

Then, we try to identify (ξ1, ξ2) ∈ Fr
2 × Fr

2 such that xt
ξ1∥ξ2−−−→ S† and

⌊S†⌋(c) ∈ {⌊S2t+2⌋(c), · · · , ⌊Sα−1⌋(c)} .

It takes about O( 1
α ·2c) to find (ξ1, ξ2) ∈ Fr

2×Fr
2 such that ⌊S†⌋(c) = ⌊Sj†⌋(c) for

some j† ∈ {2t+2, . . . , α−1}. Then, we select a message M from M whose length
is (j† − 3) · r-bit. The second preimage corresponding to the original message
msg is

M ∥ ξ1 ∥ ξ2 ∥ ⌈S† ⊕ Sj†⌉(r) ∥ mj†+1 ∥ · · · ∥ mα−1 ∥ mα ∈ Fr·α
2 .

Note that, given the long message msg with α r-bit blocks, we need to determine
t such that the expendable message setM contains long enough messages to cover
about α− 4 blocks. On the other hand, we should not waste time producing an
expendable message set containing a message that is too long to be useful. For
this reason, we choose t = O(log2 α) fulfilling the following inequality

2t−1 + 2(t− 1)− 1 < α− 3 ≤ 2t + 2t− 1 .

Consequently, the time complexity of the attack can be estimated as

O
(
max{2α, 2c−log2 α, log2 α · 2

c
2 }

)
.
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Typically, O(2c−log2(α)) dominates.

Remark 2. Unlike other generic attacks introduced in this section, in the long
message second preimage attack, we do not need to compute the inverse of the
permutation f employed in the sponge function. Therefore, the attack remains
valid even if we replace the permutations in the sponge function with random
functions.

4 SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc

From Section 3.3, we can see that the generic preimage and second preimage
attacks require the evaluation of the inverses of the permutations in the absorbing
phase. Therefore, we expect that replacing the permutations in the absorbing
phase by random transformations may increase the security bound with respect
to preimage and second preimage attacks. In fact, Foekens showed that if the
permutations in the sponge are replaced by random transformations F : Fb

2 →
Fb
2, the security levels of the resulting construction for preimage and second

preimage attacks are about n-bit and min{n, c− log2(α)}-bit respectively, where
n is the size of the digest, c is the capacity and α · r is the bit length of the
longest message allowed to be processed [18].

Unfortunately, random transformations are harder to design than random
permutations. Yet, we can build functions F : Fb

2 → Fb
2 on top of permu-

tations over Fb
2 that behave sufficiently well. In detail, we present SPONGE-DM

and SPONGE-EDM: we leave the permutation f : Fb
2 → Fb

2 in the squeezing
phase unchanged, and replace it in the absorption phase by a one-way function
F : Fb

2 → Fb
2. In SPONGE-DM[f,Pad, r, r′, n], we instantiate F as the Davies-Meyer

construction [28], or basically f with a feed-forward:

F(x) = f(x)⊕ x , (9)

whereas in SPONGE-EDM[g, h,Pad, r, r′, n], we take the Encrypted Davies-Meyer
construction [13]:

F(x) = h
(
g(x)⊕ x

)
. (10)

These two constructions are depicted in Figure 6a and Figure 6b. To save some
bitwise XORs, we may alternatively instantiate the random function F with the
construction given in Figure 6c, leading to SPONGE-EDMc. If, in the SPONGE-DM
construction we only feedforward the inner part (named as SPONGE-DMc), then
there is a generic preimage attack with complexity O(2 c

2 ), which is detailed in
Supplementary Material A. This attack is better than brute-force search when
c
2 < n ≤ min{r′, b− c

2}.

Remark 3. In SPONGE-DM, we build F on top of f , and this is the basic construc-
tion. The idea of SPONGE-EDM, compared to SPONGE-DM, is to split the permu-
tation f into halves and insert a feedforward halfway. This is the reason why
SPONGE-EDM and SPONGE-EDMc are defined for permutations g, h. For example, in
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Fig. 6: Candidate one-way functions.

SPONGE-DM, one may opt to take the full 24-round Keccak-p permutation for f ,
whereas in SPONGE-EDM and SPONGE-EDMc, permutation g consists of its first 12
rounds and h of its last 12 rounds. Clearly, there is limited efficiency gain in
SPONGE-EDM and SPONGE-EDMc over SPONGE-DM. However, if we consider a partic-
ular instantiation (as the above one), cryptanalysis of SPONGE-EDM can serve as
stepping stone towards cryptanalysis of SPONGE-DM.

Remark 4. Finally, we note that in the security proofs, we regard f , g, and h as
random permutations, and their difference is not important. Therefore, in proofs
we simply assume that f = g = h. We refer to [27, Remark 1] for a discussion
on independence of primitives in security proofs.

5 Security Analysis

We first re-establish the indifferentiability of SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc

up to 2c/2 queries.

Theorem 1. Let b, c, r, c′, r′ ∈ N and f
$←− perm(b), and consider H to be

SPONGE-DM and H′ to be either SPONGE-EDM and SPONGE-EDMc of Section 4. Let R
be a random oracle. Let q ∈ N be such that q ≤ 2b−1. There exist simulators S
and S ′ such that, for any adversary A making at most q accumulated queries to
f/S or f/S ′,

Advindiff
H,S (A) ≤ q(3q − 1)

2c
+

5q2

2b
+

2q (3r + 4)

2c′
,

Advindiff
H′,S′(A) ≤ 2q(6q − 1)

2c
+

20q2

2b
+

4q (3r + 4)

2c′
.

The proof is given in Section 5.1. By implication, this result implies collision
resistance of SPONGE-DM, SPONGE-EDM, and SPONGE-EDMc up to min{2c/2, 2n/2}
queries, as long as c′ ≥ c/2 + log2(r). These bounds are tight as the generic
attacks on SPONGE carry over.

Next, we derive an improved preimage resistance bound.
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Theorem 2. Let b, c, r, c′, r′, n ∈ N and f
$←− perm(b), and consider H to be

SPONGE-DM, SPONGE-EDM, or SPONGE-EDMc of Section 4. Let q ∈ N be such that
q ≤ 2b−1. Then, for any adversary A making at most q queries to f ,

Adv
pre[n]
H (A) ≤ 4q

2n
.

The proof is given in Section 5.2. The security proof builds upon the preimage
resistance analysis of the sponge by Lefevre and Mennink [26], and its refinement
to the sponge based on a random function by Foekens [18].

The proof of second preimage resistance likewise relies on the analysis of
Foekens [18].

Theorem 3. Let b, c, r, c′, r′, n ∈ N and f
$←− perm(b), and consider H to be

SPONGE-DM and H′ to be either SPONGE-EDM and SPONGE-EDMc of Section 4. Let
q̄ = q + α + ⌈n/r′⌉ − 1 and q̄′ = q + 2α + ⌈n/r′⌉ − 1 with q ∈ N, α the number
of r-bit blocks after padding a κ-bit message, and q̄, q̄′ ≤ 2b−1. Then, for any
adversary A making at most q queries to f ,

Adv
sec[κ, n]
H (A) ≤ 2q̄

2b
+

4q̄

2n
+

2αq̄

2c
,

Adv
sec[κ, n]
H′ (A) ≤ 2q̄′

2b
+

4q̄′

2n
+

4αq̄′

2c
.

The proof is given in Section 5.3.
The bounds on preimage resistance (Theorem 2) and second preimage resis-

tance (Theorem 3) are, in fact, tight. For preimage resistance, this is trivial as the
generic attack takes 2n evaluations. For second preimage resistance, the generic
attack takes 2n work, and hitting any absorption state of the first preimage
requires 2c/α work.

For clarity of the presentation, in the proofs we abstract the padding function
as padF : F∗

2 → (Fr
2)

∗
which outputs the complete sequence of r bit blocks after

padding. Its inverse is denoted by upadF and returns ⊥ if the inputs does not
correspond to a valid padding.

5.1 Proof of Indifferentiability (Theorem 1)

We first prove SPONGE-DM, and at the end explain how the proof generalizes
to SPONGE-EDM and SPONGE-EDMc. We have to demonstrate that there exists a
simulator S such that

Advindiff
H,S (A) =

∣∣Pr
(
A
[
H[f ], f±]→ 1

)
−Pr

(
A
[
R,S[R]±

]
→ 1

)∣∣ (11)

is small for any possible adversary A making q accumulated queries. Here,(
H[f ], f±) is called the real world and

(
R,S[R]±

)
the ideal world.

The proof closely follows the approach taken by Naito and Ohta [30] for the
generalized sponge, and uses the approach of Choi et al. [12] to tame multicolli-
sions. We first describe our simulator in Section 5.1.1. Then, we describe an in-
termediate world in Section 5.1.2, which allows to decompose the advantage into
two distances. Each of these distances is then upper bounded in Sections 5.1.3
and 5.1.4, respectively, leading directly to the conclusion of Theorem 1.
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5.1.1 Simulator The simulator S aims to simulate the function f in both
directions in such a way that it is consistent with R. It maintains an initially
empty database T , storing tuples of the form (x, y,dir), where y = S(x) and
dir ∈ {fwd, inv} denotes the query direction. For ease of reasoning, we represent
these tuples in a graph. This graph consists of all nodes Fb

2. For each tuple
(x, y,dir) that gets added to T , the following edges are added:

– x⊕ (m∥0c) m
=⇒ x⊕ y for all m ∈ Fr

2;

– x→ y.

Here, the double-lined arrow corresponds to a block absorption (potentially a
zero-block) whereas the single-lined arrow does not absorb a block. For simplicity

of notation, we denote S1
m1==⇒ S2

m2==⇒ S3 as S1
m1∥m2
====⇒ S3, and we write S

ϵ
=⇒ S.

Clearly, the simulator should intuitively make sure that, whenever there is a
path

0b
padF(msg)
=======⇒ y1 ,

for some msg ∈ F∗
2, any subsequent single-lined evaluations starting from y1

should adhere to the random oracle output on input of msg:

⌈y1⌉(r
′)∥⌈y2⌉(r

′)∥ · · · = R(msg) .

The simulator is described in Algorithm 2.

Next, let Q be the permutation query history of the adversary. It contains the
tuples (x, y,dir) queried by the adversary. In the ideal world, we haveQ = T , but
looking ahead, in the intermediate world, T may contain additional information
that is not present in Q. Given X ∈ {T ,Q}, let Rooted(X ) denote the set of
y ∈ Fb

2 such that there exists a path that can be reconstructed from X of the

form 0b
padF(msg)
=======⇒ y1 → · · · → yβ , for some msg ∈ F∗

2 and β ≥ 1 with yβ = y.

5.1.2 Intermediate World To facilitate the analysis, we introduce an inter-
mediate world (H[S[R]],S[R]±). This world implements the real world, except
that the random permutation f is replaced by the simulator S, which internally
uses a random oracle R hidden from the adversary. By the triangle inequality,
we have

(11) ≤
∣∣Pr

(
A
[
H[f ], f±]→ 1

)
−Pr

(
A
[
H[S[R]],S[R]±

]
→ 1

)∣∣ (12)

+
∣∣Pr

(
A
[
H[S[R]],S[R]±

]
→ 1

)
−Pr

(
A
[
R,S[R]±

]
→ 1

)∣∣ . (13)

Distance (12) is upper bounded in Section 5.1.3, and distance (13) in Sec-
tion 5.1.4.
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Algorithm 2: Simulator

1 Function S(x):
2 if ∃(x, y, dir) ∈ T then
3 return y

4 y(c′) $←− Fc′
2

5 if ∃u ∈ Fr
2 \ {0r},m ∈ (Fr

2)
∗ ∪ {ϵ} with 0b

m
=⇒ x⊕ (u ∥ 0c) and

upadF(m ∥ u) ̸= ⊥ then // last absorb call

6 y(r′) ← R(upadF(m ∥ u), r′)⊕ ⌈x⌉(r
′)

7 else if ∃msg ∈ F∗
2, β ≥ 1 with 0b

padF(msg)
=======⇒ y1 → · · · → yβ and yβ = x

then // squeezing

8 y(r′) ← ⌊R(msg, β · r′)⌋(r
′)

9 else

10 y(r′) $←− Fr′
2

11 T ← T ∪ {(x, y(r′) ∥ y(c′))}
12 return y(r′) ∥ y(c′)

13

14 Function S−1(y):
15 if ∃(x, y, dir) ∈ T then
16 return x

17 x
$←− Fb

2

18 T ← T ∪ {(x, y)}
19 return x

5.1.3 Distance Between Real and Intermediate World The only dis-
tinction between these worlds is the primitive oracle’s source of randomness: in
the ideal world this is a random permutation, whereas in the intermediate world
the simulator implements a two-sided random function. As long as no full-state
collision occurs, the simulator is indistinguishable from a random permutation.
Therefore, by the fundamental lemma of game playing [4],

(12) ≤ q2

2b+1
. (14)

5.1.4 Distance Between Intermediate and Ideal World For i = 1, . . . , q,
let Ti and Qi denote the state of respectively T and Q after the first i queries.

Bad Events. We define a family of bad events, indexed by a query index i =
1, . . . , q, and defined over T and Q.
– COLLi: ∃(x, y,dir) ∈ Ti \ Ti−1, (x

′, y′,dir′) ∈ Ti−1 such that
• either dir = fwd and{

⌊y⌋(c), ⌊y ⊕ x⌋(c)
}
∩
{
⌊y′⌋(c), ⌊y′ ⊕ x′⌋(c), ⌊x′⌋(c), 0c

}
̸= ∅ ,
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• or dir = inv and

⌊x⌋(c) ∈
{
⌊y′⌋(c), ⌊y′ ⊕ x′⌋(c), ⌊x′⌋(c), 0c

}
;

– GUESSi: ∃(x, y,dir) ∈ Qi \ Qi−1 such that y ∈ Rooted(Ti) \ Rooted(Qi);
– BADi = COLLi ∨ GUESSi.

Moreover, for EVT ∈ {COLL,GUESS,BAD}, let EVT =
∨q

i=1 EVTi .
The bad event COLL ensures that the simulator responds consistently with

respect to the random oracle by forbidding inner collisions and paths connecting.
GUESS is an event that can be set only in the intermediate world. It happens
when the adversary queries a state in the middle of a path without having queried
the earlier states first, causing the two simulators to behave differently.

Distance Between Intermediate and Ideal World as Long as no Bad. Assuming
that BAD does not occur, there are no inner collisions between the intermediate
states generated by H[S[R]]. Consequently, for any y ∈ Rooted(T ), there exists

a unique path of the form 0b
padF(msg)
=======⇒ y1 → · · · → yβ , for some msg ∈ F∗

2 and

β ≥ 1 with yβ = y, and no intermediate state hits 0b. This ensures that the
simulator remains consistent with the random oracle, expressed formally as:

⌈y⌉(r′) = ⌊R(msg, β · r′)⌋(r′) .

Since GUESS does not occur, the additional H-originated queries that S re-
ceives in the intermediate world do not influence its responses to the adversary’s
queries. Therefore,

Pr
(
A
[
H[S[R]],S[R]±

]
→ 1 | ¬BAD

)
= Pr

(
A
[
R,S[R]±

]
→ 1 | ¬BAD

)
. (15)

Probability of the Bad Events. We bound the probability of BAD in the following
lemma.

Lemma 1. In both the intermediate and ideal worlds, we have

Pr (BAD) ≤ q(3q − 1)

2c
+

4q2

2b
+

q (6r + 8)

2c′
. (16)

Proof. By basic probability theory, we have

Pr (BAD) ≤
q∑

i=1

Pr (COLLi | ¬BADi−1) +Pr (GUESSi | ¬BADi−1) , (17)

where BAD0 denotes an event always set. COLL covers at most 6 inner collision
scenarios involving previous queries, as well as two inner collisions with the initial
value 0b. Therefore,

Pr (COLLi | ¬BADi−1) ≤
6(i− 1) + 2

2c
. (18)
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For the event GUESS, the adversary must be able to guess some y ∈ Rooted(Ti)\
Rooted(Qi). Each of these values are uniformly random, and the only potential
information available to the adversary consists of the outer r′ bits of these nodes.
To bound the maximum expected multicollisions on these outer bits, we adopt
the approach of Choi et al. [12]. Define the random variable F as follows:

F = max
v∈Fr′

2

∣∣∣{(x, y, fwd) ∈ T | ⌈y⌉(r′) = v}
∣∣∣

+ max
v∈Fr′

2

∣∣∣{(x, y, fwd) ∈ T | ⌈y ⊕ x⌉(r′) = v}
∣∣∣ .

F counts the size of the largest multicollision among the intermediate states
during the squeezing phase. Now, given a permutation query from the adversary,
the probability that GUESSi is set, conditioned on Ti−1 is upper bounded by F

2c′
.

Summing over all possible Ti−1, we obtain

Pr (GUESSi | ¬BADi−1) ≤
Ex (F )

2c′
.

Using [12, 27], we have Ex (F ) ≤ 4q

2r′
+ 6r + 8. By combining those equations

along with (18) into (17), we obtain (16), hence the lemma. ⊓⊔

Combining (15) with (16), and using the fundamental lemma of game play-
ing [4], we obtain

(13) ≤ q(3q − 1)

2c
+

4q2

2b
+

q (6r + 8)

2c′
. (19)

Finally, we plug (19) and (14) into (11), which completes the proof.

Extension to SPONGE-EDM and SPONGE-EDMc. The proof for SPONGE-EDM and SPONGE-EDMc

would be almost identical. The most notable difference is that the simulator,
whenever a forward query with input x is made, if there exists a path 0b

m
=⇒

x⊕(u∥0c), then the simulator samples a random y, and proactively sets S(x⊕y)
(for SPONGE-EDM) or S(0r∥⌊x⌋(c)⊕y) (for SPONGE-EDMc) to remain consistent with
the random oracle. The bad events remain the same, but the query complexity
of the simulator is at worst doubled, resulting in a corresponding loss in the
bounds.

5.2 Proof of Preimage Resistance (Theorem 2)

Again, we first prove SPONGE-DM, and at the end explain how the proof generalizes
to SPONGE-EDM and SPONGE-EDMc.

Let z ∈ Fn
2 be any image, and write z1∥ · · · ∥zβ , where ∥zi∥F2

= r′ for i =
1, . . . , β − 1 and ∥zβ∥F2

= n− (β − 1)r′ ≤ r′. Consider any adversary A making
queries to f±. These queries are summarized in a transcript Q as tuples of the
form (x, y, dir), where y = f(x) and dir ∈ {fwd, inv} denotes the query direction.
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The adversary can make a total amount of q queries, and we denote by Qi the
query transcript up to (and including) tuple i. We assume that A never repeats
any query.

As in the proof of indifferentiability (Section 5.1), we represent queries that A
makes in a graph. This graph consists of all nodes Fb

2. For each query (x, y,dir),
the following edges are added:

– x⊕ (m∥0c) m
=⇒ x⊕ y for all m ∈ Fr

2;
– x→ y.

For i = 1, . . . , β, we define

Zi :=

{
{yi ∈ Fb

2 | ⌈yi⌉(r
′) = zi} , for i ∈ {1, . . . , β − 1} ,

{yi ∈ Fb
2 | ⌈yi⌉(n−(β−1)r′) = zi} , for i = β .

The goal of the adversary A is to find a preimage for z, which is implied by
the following event:

PRE(Q) :Q defines a path 0b
m1==⇒ y′1 · · ·

mα−1
====⇒ y′α−1

mα==⇒ y1 −−→ · · · −−→ yβ

such that yi ∈ Zi for i = 1, . . . , β .

Indeed, onceA sets PRE(Q) with a sequence of message blocks that correspond to
a valid padding, the preimage for z can be found as msg = upadF(m1∥ · · · ∥mα).

We say that a state y is a valid squeezing state if ⌈y⌉(r′) = z1, ⌈f(y)⌉(r
′) = z2,

and so on, until the last block ⌈fβ−1(y)⌉(n−(β−1)r′) = zβ . Formally, we define
the set of valid squeezing states:

S = {y | f i−1(y) ∈ Zi for i = 1, . . . , β} .

Clearly, in order to set PRE(Q), the adversary must ever make a query corre-

sponding to an edge y′α−1
mα==⇒ y1, for some α, some y′α−1 ∈ Fb

2, and some y1 ∈ S.
In terms of how these edges are defined, we can observe that PRE(Q)⇒ BAD(Q),
where

BAD(Q) : (x, y,dir) ∈ Q such that x⊕ y ∈ S ,

and thus that Pr (PRE(Q)) ≤ Pr (BAD(Q)).
It thus remains to bound Pr (BAD(Q)). By basic probability theory

Pr (BAD(Q)) =
2c

′∑
s=0

Pr (BAD(Q) | |S| = s) ·Pr (|S| = s)

≤
2c

′∑
s=0

q∑
i=1

Pr (BAD(Qi) | |S| = s ∧ ¬BAD(Qi−1)) ·Pr (|S| = s)

≤
2c

′∑
s=0

q∑
i=1

s

2b − (i− 1)
·Pr (|S| = s)
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≤
2c

′∑
s=0

2qs

2b
·Pr (|S| = s) =

2q

2b
·Ex (|S|) ,

assuming that q ≤ 2b−1.
From Lefevre and Mennink [26, Eq. (17), proof of Lemma 2, p. 198], we

know that Ex (|S|) ≤ 2 2b

2n . Plugging this bound into the above one completes
the proof.

Extension to SPONGE-EDM and SPONGE-EDMc. The proof for SPONGE-EDM would
be almost identical. The most notable difference is that PRE(Q) would now be
defined as

PRE(Q) :Q defines a path

0b
m1==⇒ y′1 −−→ y′′1 · · ·

mα−1
====⇒ y′α−1 −−→ y′′α−1

mα==⇒ y′α −−→ y1 −−→ · · · −−→ yβ

such that yi ∈ Zi for i = 1, . . . , β ,

and BAD(Q) as

BAD(Q) : (x, y,dir) ∈ Q such that x⊕ y ∈ f−1(S) .

However, as f is a permutation, |f−1(S)| = |S|, and the remainder of the proof
is identical. For SPONGE-EDMc, the bad event becomes

BAD(Q) : (x, y,dir) ∈ Q such that ⌈y⌉(r) ∥ ⌊x⊕ y⌋(c) ∈ f−1(S) .

The expected number of elements in f−1(S) constraint to the outer part being
⌈y⌉(r) is equal to the expected number of elements in f−1(S) divided by 2r,
as f is a random permutation, and any of them is then hit with probability at
most 2r

2b−(i−1)
, so the bound will be identical. Note that this adjustment would

not work for SPONGE-DMc: as there is no application of f−1 on S, the adversary
can maximize their chances by selecting y so that ⌈y⌉(r) equals z1 (see also
Supplementary Material A).

5.3 Proof of Second Preimage Resistance (Theorem 3)

Again, we first prove SPONGE-DM, and at the end explain how the proof generalizes
to SPONGE-EDM and SPONGE-EDMc.

Let msg ∈ Fκ
2 be any preimage, and write m1∥ · · · ∥mα = padF(msg). Let

z = SPONGE-DM(msg), and write z1∥ · · · ∥zβ , where ∥zi∥F2 = r′ for i = 1, . . . , β− 1
and ∥zβ∥F2 = n−(β−1)r′ ≤ r′. Consider any adversary A making queries to f±.
Here, the adversary is aware of the first preimage msg. The queries corresponding
to this evaluation of SPONGE-DM are given to A for free, prior to the experiment.
These queries, along with the adversarial ones, are summarized in a transcript
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Q as tuples of the form (x, y,dir), where y = f(x) and dir ∈ {fwd, inv} denotes
the query direction. The adversary can make q queries, thus has access to a total
of q̄ = q + α+ ⌈n/r′⌉ − 1 tuples in Q. We denote by Qi the query transcript up
to (and including) tuple i. We assume that A never repeats any query.

As in the proof of indifferentiability (Section 5.1), we represent queries that A
makes in a graph. This graph consists of all nodes Fb

2. For each query (x, y,dir),
the following edges are added:

– x⊕ (m∥0c) m
=⇒ x⊕ y for all m ∈ Fr

2;
– x→ y.

Likewise, for i = 1, . . . , β, we define

Zi :=

{
{yi ∈ Fb

2 | ⌈yi⌉(r
′) = zi} , for i ∈ {1, . . . , β − 1} ,

{yi ∈ Fb
2 | ⌈yi⌉(n−(β−1)r′) = zi} , for i = β .

The goal of the adversaryA is to find a second preimagemsg, which is implied
by the following event:

SEC(Q) :Q defines a path 0b
m′

1==⇒ y′1 · · ·
m′

α−1
====⇒ y′α−1

m′
α==⇒ y1 −−→ · · · −−→ yβ

such that yi ∈ Zi for i = 1, . . . , β and padF(msg) ̸= m′
1∥ · · · ∥m′

α .

Indeed, once A sets SEC(Q) with a sequence of message blocks that correspond
to a valid padding, the second preimage for msg can be found by unpadding
m′

1∥ · · · ∥m′
α.

As before, we define the set of valid squeezing states:

S = {y | f i−1(y) ∈ Zi for i = 1, . . . , β} .

The remainder of the proof, however, will be slightly more involved than
the preimage proof, most importantly as the adversary knows the first preimage
msg. For this message, we denote the states on the path with overlines, as in

0b
m1==⇒ ȳ′1 · · ·

mα−1
====⇒ ȳ′α−1

mα==⇒ ȳ1 −−→ · · · −−→ ȳβ .

Note that, for this path, we have ȳi ∈ Zi for i = 1, . . . , β basically by defini-
tion. In other words, the adversary knows ȳ1 ∈ S. The adversary may succeed in
setting SEC(Q) the way it did for preimage resistance, BAD(Q) of Section 5.2,
but it may also succeed in setting SEC(Q) if it manages to connect an absorption
path from 0b to any of the states 0b, ȳ′1, . . . , ȳ

′
α−1. However, to this end, the ad-

versary must ever make a query corresponding to an edge y′i−1

m′
i==⇒ ȳ, for some i,

some y′i−1 ∈ Fb
2, and some ȳ ∈ Fb

2 such that ⌊ȳ⌋(c) ∈ {0c, ⌊ȳ′1⌋(c), . . . , ⌊ȳ′α−1⌋(c)}.
(Indeed, we have to focus on the inner parts, as the adversary can correct the
outer part with the next message block.)

More formally, we have the following two bad events:

BAD(Q) : (x, y, dir) ∈ Q such that (x, x⊕ y) ̸= (ȳ′α−1 ⊕ (mα∥0c), ȳ1)
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and x⊕ y ∈ S ,
CONNECT(Q) : (x, y,dir) ∈ Q such that either ⌊x⊕ y⌋(c) = 0c ,

or ∃a < α with (x, x⊕ y) ̸= (ȳ′a−1 ⊕ (ma∥0c), ȳ′a) and ⌊x⊕ y⌋(c) = ⌊ȳ′a⌋(c) .

Note that the bad events have become a bit more technical than the one on preim-
age resistance, as we have to include trivial wins coming from the hash evaluation
of the first preimage. We have that SEC(Q) ⇒ BAD(Q) ∨ CONNECT(Q), and
thus that Pr (SEC(Q)) ≤ Pr (BAD(Q)) +Pr (CONNECT(Q)).

It thus remains to boundPr (BAD(Q)) andPr (CONNECT(Q)). For BAD(Q),
the analysis of Section 5.2 carries over, but with Ex (|S|) ≤ 2 2b

2n + 1.

Pr (BAD(Q)) ≤ 2q̄

2b
+

4q̄

2n
,

assuming that q̄ ≤ 2b−1.
For CONNECT(Q), we obtain:

Pr (CONNECT(Q)) ≤
q̄∑

i=1

Pr (CONNECT(Qi) | ¬CONNECT(Qi−1))

≤
q̄∑

i=1

α2r

2b − (i− 1)
≤ 2αq̄

2c
,

assuming that q̄ ≤ 2b−1.

Extension to SPONGE-EDM and SPONGE-EDMc. Unlike for preimage resistance, the
extension to SPONGE-EDM is a bit more involved. First of all, the first preimage
consists of 2α + ⌈n/r′⌉ − 1 permutation calls that A gets for free. These result
in the following states:

0b
m1==⇒ ȳ′1 −−→ ȳ′′1 · · ·

mα−1
====⇒ ȳ′α−1 −−→ ȳ′′α−1

mα==⇒ ȳ′α −−→ ȳ1 −−→ · · · −−→ ȳβ .

The event SEC(Q) would now be defined as:

SEC(Q) :Q defines a path

0b
m′

1==⇒ y′1 −−→ y′′1 · · ·
m′

α−1
====⇒ y′α′−1 −−→ y′′α′−1

m′
α′

===⇒ y′α′ −−→ y1 −−→ · · · −−→ yβ

such that yi ∈ Zi for i = 1, . . . , β and padF(msg) ̸= m′
1∥ · · · ∥m′

α′ ,

and bad event BAD(Q) as

BAD(Q) : (x, y, dir) ∈ Q such that (x, x⊕ y) ̸= (ȳ′′α−1 ⊕ (mα∥0c), ȳ′α)
and x⊕ y ∈ f−1(S) .

Again, as f is a permutation, |f−1(S)| = |S| for this bad event, and the analysis
carries over.
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Bad event CONNECT(Q), that considers an attack connecting an absorption
path from 0b to any of the states 0b, ȳ′′1 , . . . , ȳ

′′
α−1, now gets split in CONNECT1(Q),

that covers preimages where the first permutation call is new and hits an origi-
nal value f−1(0b), ȳ′1, . . . , ȳ

′
α−1 on its inner part, and CONNECT2(Q), that covers

preimages where the second permutation call is new and hits an original value
0b, ȳ′′1 , . . . , ȳ

′′
α−1 on its inner part. These two events are formally defined as fol-

lows:

CONNECT1(Q) : (x, y,dir) ∈ Q such that either x⊕ y = ⌊f−1(0b)⌋(c) ,
or ∃a < α with (x, x⊕ y) ̸= (ȳ′′a−1 ⊕ (ma∥0c), ȳ′a) and ⌊x⊕ y⌋(c) = ⌊ȳ′a⌋(c) ,

CONNECT2(Q) : (x′, y′,dir′), (x, y,dir) ∈ Q such that x = x′ ⊕ y′ and

either ⌊y⌋(c) = 0c ,

or ∃a < α with (x, y) ̸= (ȳ′a, ȳ
′′
a) and ⌊y⌋(c) = ⌊ȳ′′a⌋(c) .

Event CONNECT1(Q) is basically as CONNECT(Q), and the analysis carries
over. For CONNECT2(Q), we distinguish between forward and inverse queries
for (x, y,dir): if the query is in forward direction (so dir = fwd), the event is set

with 2αq̄′

2c as before; if the query is in inverse direction, we can see that there
are q̄′ choices for (x′, y′,dir′), at most min{α · 2r, q̄′} for (x, y,dir), and for any
combination, the collision is set with probability at most 2/2b. Thus, in this case,

we also get 2αq̄′

2c . As any query (x, y, dir) is either forward or inverse, we have to
take the maximum of this bound, instead of the addition.

For SPONGE-EDMc, the bad event BAD(Q) generalizes the same way as it did
for preimage resistance (Section 5.2) and CONNECT1(Q) and CONNECT2(Q)
remain unchanged as they only concern the inner part.

6 Concrete Instances for Experimental Cryptanalysis and
Potential Applications

In this section, we provide two families of SPONGE-EDM instances derived from
SHA3 and Ascon named as Keccak-EDM and Ascon-EDM. The algorithms in Keccak-EDM
and Ascon-EDM instantiate the permutations g and h of

SPONGE-EDM[g, h,Pad, r, r′, n]

with non-ideal but strong cryptographic permutations withstanding years of ex-
tensive cryptanalysis. These instances serve as experimental targets of concrete
cryptanalysis for a better understanding of the security of the SPONGE-EDM mode
in practice. Moreover, we show that instances in Keccak-EDM and Ascon-EDM out-
perform their counterparts in SHA3 and Ascon with comparable security levels
for long messages. In addition, we discuss the security and performance benefit
of using algorithms in Ascon-EDM instead of algorithms in Ascon as the underly-
ing hash functions of the post-quantum signature scheme Ascon-Sign submitted
to the NIST post-quantum cryptography competition of additional digital sig-
nature schemes [37]. Note that from the perspective of concrete security, the
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Table 2: A comparison of the security bounds of the Keccak-EDM instances and
the hash functions in the SHA3 family. All parameters are expressed in bits.

Algorithm Output size r c
Security

ρ
Collision (2nd) preimage

SHA3-224
224

1152 448 112 224
1.14

Keccak-EDM-224 1312 288 112 224

SHA3-256
256

1088 512 128 256
1.18

Keccak-EDM-256 1280 320 128 256

SHA3-384
384

832 768 192 384
1.38

Keccak-EDM-384 1152 448 192 384

SHA3-512
512

576 1024 256 512
1.77

Keccak-EDM-512 1024 576 256 512

Keccak-EDM-768 768 768 832 384 768 -

Keccak-EDM-1024 1024 512 1088 512 1024 -

SPONGE-EDM mode with F(x) = h(g(x) ⊕ x) is expected to be weaker than the
SPONGE-DM mode with F(x) = h(g(x)) ⊕ x, since in general g ◦ h is closer to a
random permutation than g or h. In this work we are more willing to propose
the weaker algorithms to encourage further cryptanalysis.

6.1 The Keccak-EDM Family of Hash Functions

We abbreviate Keccak-EDM[n+ 64, n] as Keccak-EDM-n, where

Keccak-EDM[c, n] = SPONGE-EDM[g, h,Pad, 1600− c, 1600− c, n] ,

and g and h are the first and last 12 rounds of Keccak-p[1600, 24] respectively. We
argue that it is reasonable to regard g and h as random permutations in practice
despite the non-ideal property of Keccak-p[1600, 24] [11]. The best known colli-
sion and (second-)preimage attacks on variants of the hash functions in SHA3 pen-
etrate at most 6 rounds [20, 34, 15, 22, 19, 35, 41, 42]. The community has strong
confidence in the security margin provided by the 12-round Keccak-p permuta-
tion. In fact, the 12-round Keccak-p permutation is employed in TurboSHAKE

and KangarooTwelve [7, 10], which are being standardized by IETF [39]. Some
researchers even suggest that 10-round Keccak-p is sufficient [2]. Therefore, we
believe that using 12-round Keccak-p ensures the security of the Keccak-EDM
instances listed in Table 2 under the condition that the longest message allowed
to be processed is limited to r · 264 bits.

We denote the function mapping x ∈ Fb
2 to h(g(x)⊕ x) by

F = Keccak-p[1600, 24]-EDM ⟨12, 12⟩ .

Compared to f = Keccak-p[1600, 24], F has an extra exclusive-or operation
from F1600

2 × F1600
2 to F1600

2 . This extra operation is negligible compared to the
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Fig. 7: Ratio of primitive calls between the SHA3-n and Keccak-EDM-n.

permutation f . Let Tf be the time required for computing Keccak-p[1600, 24],
and let TF be the time required for computing F . We implement the func-
tion F = Keccak-p[1600, 24]-EDM ⟨12, 12⟩ based on the standalone code from
XKCP [6] and run both f and F for 1,000,000 times. The running times for f
and F are 13.45 seconds and 13.49 seconds, respectively. Hence, we can assume
that TF

Tf
≤ 1.003. To demonstrate the efficiency of Keccak-EDM, we calculate the

ratio of the numbers of internal permutation or function calls made by Keccak

and Keccak-EDM when processing messages of the same length, as illustrated in
the Figure 7. To process an m-bit message, the number of permutation calls for
SHA3-n is

CSHA3-n(m) =

⌈
m+ 4

1600− 2 · n

⌉
.

For Keccak-EDM-n, the number of calls is

CKeccak-EDM-n(m) =

⌈
m+ 4

1600− n− 64

⌉
.

For certain lengths of short messages, the efficiency of Keccak-EDM is almost
twice that of SHA3. For example, for messages with lengths greater than 1084
bits but less than 1276 bits, SHA3-256 requires two calls to the permutation f ,
whereas Keccak-EDM-256 requires only one. For long messages, the ratio of the
times for executing SHA3-n and Keccak-EDM-n is about

ρ =
CSHA3-n(m) · Tf

CKeccak-EDM-n(m) · TF
=

1600− n− 64

1600− 2 · n · 1

1.003
.

Table 2 gives a comparison and clearly shows the efficiency advantages of the
Keccak-EDM instances.
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Table 3: Ascon-EDM and Ascon-HASH. All parameters are expressed in bits.

Algorithm Output size
Parameters Security

Rate Capacity Collision Preimage 2nd preimage

Ascon-HASH 256 64 256 128 192 128
Ascon-EDM 256 64 256 128 192 192
Ascon-EDM-128 128 128 192 64 128 128

6.2 The Ascon-EDM Family of Hash Functions

Ascon [16] is a family of lightweight cryptographic algorithms designed to pro-
vide efficient and secure encryption, hashing, and extendable-output functions
(XoFs) for resource-constrained environments. Ascon is currently being stan-
dardized by the National Institute of Standards and Technology (NIST) for
constrained devices [38]. We denote the 12-round permutation used in Ascon by
f = Ascon-p[12]. Let g and h be the first and last 6 rounds of f = Ascon-p[12]
respectively. We denote the function mapping x ∈ F320

2 to h(g(x) ⊕ x) ∈ F320
2

by F = Ascon-p[12]-EDM ⟨6, 6⟩. Then, we propose the following two SPONGE-EDM
instances derived from Ascon:{

Ascon-EDM = SPONGE-EDM[g, h,Pad, 64, 64, 256] ,

Ascon-EDM-128 = SPONGE-EDM[g, h,Pad, 128, 128, 128] ,
(20)

whose parameters and security bounds are listed in Table 3. Next, we show how
to employ these instances to improve the security and efficiency of hash-based
post-quantum signature schemes.

The Failed Attempt of Ascon-Sign to Reach 192-bit Security. We see several at-
tempts to build post-quantum signature schemes by instantiating the SPHINCS+

framework [5] with the Ascon family of hash functions. Such signature schemes
are expected to be more efficient and cost effective than those algorithms in
the FIPS 205 standard [33]. Taking the signature scheme SLH-DSA-SHAKE-128s
with 128-bit security for example, we will get a more efficient signature scheme
with 128-bit security if we instantiate the SPHINCS+ framework with Ascon-HASH
whose state size is only 320-bit while the state of SHAKE is of 1600-bit. In fact, a
16% speedup for signature generation is reported in [17]. From the performance
data extracted from [37] and [23] (listed in Table 4), we can observe even more
significant improvement.

However, the security of the SPHINCS+ framework is upper bounded by
the security of its underlying hash functions against second preimage attacks.
Ascon-HASH is a sponge construction with 256-bit capacity whose security against
second preimage attacks is 128-bit. Ascon-Sign [37] is a hash-based signature
scheme submitted to the NIST PQC project for additional digital signature
schemes. It attempts to achieve 192-bit security by instantiating the SPHINCS+

framework with the Ascon family of hash functions. As discussed previously, this
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Table 4: A comparison of Ascon-Sign and SPHINCS+-SHAKE for the numbers of
cycles required for key generation, signing and verification.

Version
Ascon-Sign SPHINCS+-SHAKE

Keygen Sign Verify KeyGen Sign Verify

128s-simple 315840896 2413174678 2429047 616484336 4682570992 4764084
128s-robust 554679600 4225825170 5516617 1195409786 8995481640 9232084
128f-simple 5939611 115382780 6972950 9649130 239793806 12909924
128f-robust 10156899 198139090 12469524 18726982 460757304 28152828
192s-simple 599392072 5458909051 4696353 898362434 8091419556 6465506
192s-robust 1046162651 9916984141 10281218 1753646932 15306007790 13509022
192f-simple 10939221 243023163 13058030 14215518 386861992 19876926
192f-robust 18827117 419872255 23006148 27463376 734072042 39295686

Table 5: Performance (measured in cycles/byte) comparison of Ascon-HASH and
Ascon-EDM-128.

Algorithm
Size of input (bytes)

64 80 96 104 128

Ascon-HASH 22.5 23.72 21.75 20.64 18.7
Ascon-EDM-128 11.8 11.82 11.29 10.47 9.7

is not possible since the resistance to second preimage attacks of Ascon-HASH is
well below the 192-bit level. In fact, Ascon-Sign did not advance to the second
round of competition, and in the NIST official comments for the first-round sig-
natures, Saarinen presented a concrete forgery attack on Ascon-Sign’s 192-bit
security, which is in essence a second preimage attack on Ascon-HASH with time
O(2128). To solve this issue, we can simply employ Ascon-EDM within SPHINCS+.

Improving the efficiency of Ascon-Sign with 128-bit security. For the 128-bit se-
cure instance of Ascon-Sign, the performance can be further improved by using
Ascon-EDM with (128+64)-bit capacity, i.e., a 256-bit capacity as in Ascon-HASH
is not necessary for Ascon-EDM to reach 128-bit security against second preimage
attacks. Note that in our design, we require the length of the longest message
to be signed is within the 264-bit limit. In the SPHINCS+ framework, the most
computation extensive part comes from the hash function invocations for com-
puting the non-leaf nodes of the underlying XMSS trees. For Ascon-Sign-128, the
function H(PK.seed,ADRS, nLeft ∥ nRight) used to compute the non-leaf nodes of
the XMSS trees is defined as

Trunc128(Ascon-HASH(PK.seed ∥ ADRS ∥ nLeft ∥ nRight)) ,

where PK.seed is a 16-byte public seed, ADRS is a 32-byte structure indicating
the relative position of the computed node, and nLeft and nRight are two 16-byte
nodes of an XMSS tree. Therefore the size of the input to Ascon-HASH is 640-
bit. Taking the padding scheme into account, it takes 640+64

64 = 11 evaluations
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of Ascon-p[12] to compute one non-leaf XMSS tree node. If we use Ascon-EDM-
128 instead, we can shrink the capacity to 128 + 64 = 192-bit, resulting in a
320− 192 = 128-bit rate. Consequently, we only need ⌈ 640+128

128 ⌉ = 6 evaluations
of the Ascon-p[12]-EDM[6, 6] permutation. To further demonstrate the advantage
of using Ascon-EDM-128 in this scenario, we perform more experiments measuring
the software speed of Ascon-HASH and Ascon-EDM-128 for several input lengths
used in Ascon-Sign and the results are listed in Table 5.
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Supplementary Material

A Generic Preimage Attack on SPONGE-DMc

Consider the SPONGE-DMc construction given in Figure 8, where F is instantiated
with the SPONGE-EDMc compression function, while only feedforward the capacity
part.

0

0

m1

r

c bits

r bits

0

m1

F

m2

r

· · ·

F

mα−1

r

F

S⋆

vi = ⌊f−1(z1∥wi)⌋(c)

Pad

r

⌈f−1(z1∥wi)⌉(r)

f

wi

f

z1

r′

· · ·

· · ·

z2

r′

· · ·

Fig. 8: Generic preimage attack on the SPONGE-DMc construction.

When r′ ≥ n, the digest consists only z1, where ∥z1∥F2 = n. In this case, we
randomly select 2t strings wi ∈ Fb−n

2 and concatenate each with z1 to form a set
of b-bit candidate states:

Si = z1 ∥ wi, i ∈ {1, 2, · · · , 2t}.

For each candidate state, we compute vi = ⌊g−1(Si)⌋(c). Next, we search for an
message m such that

⌊F
(
S⋆ ⊕ (mα−1 ∥ 0c)

)
⌋(c) = vj .

The expected number of trials required to find such a state m is approxi-
mately 2c−t. If m is found, then m1 ∥ m2 ∥ · · · ∥ mα−1 ∥ ⌈F

(
S⋆ ⊕

(
mα−1 ∥

0c)
)⊕(

g−1(Sj)
)
⌉(r) can produce the digest z1, regardless of the padding rule.

The time complexity is 2t + 2c−t, which is minimized to{
2c/2 if b− n ≥ c

2 ,

2b−n + 2n−r if b− n < c
2 .

When r′ < n, the process above could be repeated approximately 2n−r′ times to
expect a full n-bit digest matching. Thus, the time complexity scales accordingly:{

2n−r′+c/2 if b− n ≥ c
2 ,

2b−r′ + 22n−r−r′ if b− n < c
2 .
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